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RESUMO

Nesta tese, estudamos sistemas de Bresse termoelásticos onde a condução do calor
é modelada para ambas as leis: de Fourier e de Cattaneo. Inicialmente, estudamos
o caso em que a temperatura age apenas na força axial. Para o caso de Fourier,
provamos estabilidade exponencial se e somente se a condição de velocidades de
onda iguais é satisfeita. Para o caso de Cattaneo, caracterizamos a estabilidade ex-
ponencial por meio de uma nova condição sobre os coeficientes do sistema. Também
provamos, no caso geral, estabilidade polinomial de soluções. Depois, estudamos o
caso em que a temperatura age não apenas na força axial mas também no momento
fletor. Nesta situação, damos mais uma nova condição que caracteriza completamente
a estabilidade exponencial do modelo e generaliza tanto a bem conhecida condição
de velocidades de onda iguais quanto o número de estabilidade do sistema de Timo-
shenko.

Palavras-chave: Sistema de Bresse. Estabilidade. Lei de Fourier. Lei de Cattaneo.
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ABSTRACT

In this thesis, we study thermoelastic Bresses systems where the heat conductions are
modeled for both: Fourier’s and Cattaneo’s laws. Initially, we study the case in which
the temperature acts only on the axial force. For the Fourier’s case, we prove exponen-
tial stability of solutions if and only if the condition of equal wave speeds is satisfied.
For the Cattaneo’s case, we characterize the exponential stability by a new condition
on the coefficients of the system. We also prove, in the general case, polynomial sta-
bility of solutions. Later, we study the case in which the temperature acts not only on
the axial force but also on the bending moment. In this situation, we give another new
condition which completely characterizes the exponential stability of the model and
generalizes the well-known equal wave speed condition as well as the stability number
of the Timoshenko system.

Keywords: Bresse system. Stability. Fourier’s law. Cattaneo’s law.
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1 INTRODUCTION

In this thesis we study asymptotic properties of thermoelastic systems modeling
longitudinal, vertical and angular motions, the well known Bresse systems named in
honor of the French engineer Jacques Antoine Charles Bresse (1822–1883).

Figure 1: Jacques Antoine Charles Bresse.

Source: Page 719 of [19].

These systems, following notations of [20], describe the behavior of a thin curved
beam with length ` and have the form

m0h
..

W1 = [Eh(W ′
1 − κ3W3)]

′ − κ3Gh(ϑ2 +W
′
3 + κ3W1) (longitudinal motion)

m0h
..

W3 = [Gh(ϑ2 +W
′
3 + κ3W1)]

′ + κ3Eh[W
′
1 − κ3W3] (vertical motion)

m0I33
..

ϑ2 = EI33ϑ
′′
2 −Gh(ϑ2 +W

′
3 + κ3W1) (shear motion)

(1.1)

where W1 is the horizontal displacement, W3 is the vertical displacement, ϑ2 is the
angle of rotation of the cross-section, h is the cross-sectional area, m0 is the density,
G is the shear modulus, E is the Young’s modulus, κ3 is the initial curvature, I33 is
the moment of inertia of the cross-section with respect to the vertical axis, the prime
stands for the derivative with respect to the position x ∈ [0, `] and the dot stands for the
derivative with respect to the time t ≥ 0 (see also [21]).

Figure 2: Displacement of a particle in the centerline of the beam due to deformation.

W1

`

ϑ2

W3

Source: Created by the author.
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Using the notations

ϕ :=W3, ψ := ϑ2, w :=W1, l := κ3, ρ1 := m0h,

ρ2 := m0I33, k := Gh, b := EI33, k0 := Eh,

system (1.1) takes the form

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) = 0,

(1.2)

where k(ϕx + ψ + lw) is the shear force, bψx is the bending moment, k0(wx − lϕ) is
the axial force and all coefficients are positive constants. Note that, following the model
described in [20, 21], the parameter k0 can be completely determined by ρ1, ρ2 and b.
More precisely:

k0 =
bρ1

ρ2
, (1.3)

which means, from the physical point of view, that the shear and longitudinal motions
have the same wave speeds. Of course, from the mathematical point of view, we
can neglect condition (1.3) and study (1.2) without any restriction on k0, which is the
standard approach used by many authors. In our case, we will also work without any
restriction on k0, obtaining general results particularly valid in the case (1.3). However,
we will keep in mind (1.3) and discuss its implications because, for the asymptotic
stability of solutions, the relationship between the coefficients of the system will play
a fundamental role. So, in order to distinguish both cases, we will refer to the general
system (without any restriction on k0) as the mathematical system and to the particular
case with the restriction (1.3) as the physical system.

In this context, we will highlight briefly a few contributions concerning Bresse
systems, which are the main references of this thesis. In 1859, the Bresse system was
first derived in [4].

Figure 3: First publication of the Bresse system.

Source: Page 126 of [4].
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In 1993-1994, in [20, 21], this model was derived again in a more general and
modern approach which includes the Timoshenko system - a system that, roughly
speaking, can be obtained from Bresse system by taking w = 0 and l = 0, i.e., ne-
glecting longitudinal displacements and supposing zero initial curvature. To our best
knowledge, the first work related to the well-posedness and stability of Bresse systems
is given by [23], where the authors studied the physical system

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

ϑt − κ1ϑxx +mψxt = 0

θt − κ1θxx +m(wxt − lϕt) = 0,

(1.4)

which contains two thermal dissipations θ and ϑ given by the Fourier’s law, acting in
axial force and bending moment, respectively. In the framework of semigroup theory,
the authors proved existence and uniqueness of solution for two different boundary
conditions: Dirichlet condition for all functions and the Dirichlet-Neumann condition

ϕ = ψx = wx = ϑ = θ = 0 on {0, `}× [0,∞).

About stability, they proved that the solution is polynomially stable with rates of decay
that depend on the boundary conditions. They also proved that for both boundary
conditions, the solutions are exponentially stable provided that

ρ1

ρ2
=
k

b
. (1.5)

This condition means that the wave speeds of the vertical and longitudinal motions are
equal. Additionally, for the Dirichlet-Neumann conditions, they proved that (1.5) is not
only sufficient but also necessary for the exponential stability. The results of [23] have
been extended to many other Bresse systems with thermal dampings as well as to
Bresse systems with different kinds of dissipations, like frictional or memory dampings.
One of them was given in [12], where the authors studied the mathematical system

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) = 0

ϑt − κ1ϑxx +mψxt = 0

(1.6)

which contains only one thermal dissipation, also given by the Fourier’s law, acting
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in the bending moment. In this work, the authors proved existence, uniqueness and
polynomial stability of solutions, also for two type of boundary conditions: Dirichlet
condition for all functions and the Dirichlet-Neumann condition

ϕ = ψx = wx = ϑ = θ = 0 on {0, `}× [0,∞). (1.7)

In general, they obtained the same rate of polynomial decay for both boundary condi-
tions which can be improved provided that k = k0. Additionally they proved that, for
both boundary conditions, the solutions are exponentially stable provided that

ρ1

ρ2
=
k

b
and k = k0. (1.8)

This condition means that the wave speeds of the vertical, shear and longitudinal mo-
tions are equal. Finally, for the Dirichlet-Neumann conditions (1.7), they proved that
the sufficient condition (1.8) is also necessary for the exponential stability. Note that,
for the physical system, (1.8) reduces to (1.5).

The results in [12], concerning to boundary conditions (1.7), were extended in
[8] to the case where the Fourier’s law is replaced by the Gurtin-Pipkin thermal law. As
a particular case, it was shown that the mathematical system

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) = 0

ϑt + k1px +mψxt = 0

τpt + δp+ ϑx = 0

(1.9)

which contains a thermal dissipative mechanisms given by the Cattaneo’s law acting
only in the bending moment, is exponentially stable if and only if the equalities(

k1ρ1

k
− τ

)(ρ1
k

−
ρ2

b

)
− τ

ρ1γm

bk
= 0 and k = k0 (1.10)

hold, which is the same result obtained in [17] for different boundary conditions. In
particular, for τ > 0, system (1.9) is not exponentially stable if ρ1

ρ2
= k

b
.

Note that, in none of the cases presented here, the dissipative mechanism is
acting only in the axial force. Therefore, a natural question (to the best of our knowl-
edge, still open) arises: can these results be extend to the Cattaneo-Fourier/Bresse
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system

ρ1ϕtt − k(ϕx +ψ+ lw)x − l[k0(wx − lϕ) − γθ] = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − [k0(wx − lϕ) − γθ]x + kl(ϕx +ψ+ lw) = 0

m0cνθt = −qx − γT0(wx − lϕ)t (1.11)

τ0qt = −(q+ κθx), (1.12)

which contains a thermal dissipative mechanisms acting only in the axial force? The
aim of Chapter 3 is to give an answer to this question.

In (1.11)-(1.12), cν is the heat capacity, T0 is the reference temperature, κ is the
heat conductivity, γ is a positive coupling constant, θ is the temperature deviation, q
is the heat flux and τ0 is a non negative constant standing for the heat flux relaxation.
Note that if τ0 = 0, then (1.11)-(1.12) reduces to the classical Fourier’s law

m0cνθt = κθxx − γT0(wx − lϕ)t.

For simplicity, we will use the notations k1 := 1
m0cν

, m := γT0
m0cν

, τ := τ0
κ

and δ := 1
κ
. So,

the problem under consideration takes the form

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

θt + k1qx +m(wxt − lϕt) = 0

τqt + δq+ θx = 0

(1.13)

where τ ≥ 0 and the other coefficients are positive constants. For both cases, τ > 0
and τ = 0, we consider boundary conditions

ϕ = ψx = wx = θ = 0 on {0, `}× [0,∞). (1.14)

The initial conditions, for the case τ > 0, are given by

ϕ = ϕ0, ψ = ψ0, w = w0, θ = θ0

ϕt = ϕ1, ψt = ψ1, wt = w1, q = q0

}
on (0, `)× {0}.
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For the case τ = 0, note that q = −κθx, then system (1.13) reduces to

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

θt − κ1θxx +m(wxt − lϕt) = 0

where κ1 = k1
δ

, with its corresponding initial conditions

ϕ = ϕ0, ψ = ψ0, w = w0, θ = θ0

ϕt = ϕ1, ψt = ψ1, wt = w1

}
on (0, `)× {0}.

Under the above notations, the main contribution of Chapter 3 is to show that
system (1.13)-(1.14), with its corresponding initial conditions, is exponentially stable if
and only if the equalities

ρ1

ρ2
=
k

b
and

(
τ−

k1ρ1

k

)
(k0 − k) + τγm︸ ︷︷ ︸
:=χ

= 0 (1.15)

hold. In particular, for τ > 0, system (1.13)-(1.14) is not exponentially if k = k0. Note
that (1.15) coincides with (1.10) if and only if τ = 0, in which case they reduce to (1.8).
Additionally, we obtain polynomial stability for the case where (1.15) is not satisfied.
These stability results are interesting because, contrary to what happens with systems
(1.4), (1.6) and (1.9), the Timoshenko version of (1.13) is conservative instead of dis-
sipative.

Remark 1.1. From the physical point of view, in the derivation of the three-dimensional
model for thin thermoelastic beams, the temperature difference ∆T at a point (x, y, z) of
the beam is assumed to satisfy ∆T = θ(x)+yϑ(x)+zΘ(x), see [20, 21]. In our case, the
model (1.13) is obtained under the assumption that ∆T = θ(x). Physically, this means
that the temperature difference is assumed to be constant on each cross-section of the
beam (gray area in Figure 2), which is reasonable in the situation where y and z are
very small.

Table 1 summarizes the results concerning to exponential stability discussed
above, recovering the results for the physical system and comparing to Timoshenko
versions in terms of the constants

χ0 := b−
kρ2

ρ1
, χ1 := k0 − k, ζτ :=

τγm(
k1ρ1
k

− τ
) .
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Note that, for the case τ = 0, we have ζ0 = 0(
k1ρ1
k

) = 0.

Table 1: Comparison between systems: known and new results on exponential stability.

Damping
Exponential decay

Mathematical
system

Physical
system

Timoshenko
version

Fourier's law on bend-
ing moment [12, 28]

If and only if
χ0 = ζ0 and χ1 = ζ0

If and only if
χ0 = ζ0

If and only if
χ0 = ζ0

Cattaneo's law on bend-
ing moment [8, 29]

If and only if
χ0 = ζτ and χ1 = ζ0

Does not decay
(condition is never

satisfied)

If and only if
χ0 = ζτ

Fourier's law on
axial force

If and only if
χ0 = ζ0 and χ1 = ζ0

If and only if
χ0 = ζ0

Does not decay
(conservative

system)

Cattaneo's law on
axial force

If and only if
χ0 = ζ0 and χ1 = ζτ

Does not decay
(condition is never

satisfied)

Does not decay
(conservative

system)

Taking into account the constants χ0 and χ1, we can reformulate condition (1.10)
as

χ0

(
τ−

k1ρ1

k

)
+ τγm = 0 and χ1 = 0

and condition (1.15) as

χ1

(
τ−

k1ρ1

k

)
+ τγm = 0 and χ0 = 0,

which shows a similarity between the previous condition (1.10) existing in the literature
and our new condition (1.15).

It is important to remark here that conditions (1.5), (1.10) and (1.15) are mathe-
matically interesting but cannot be satisfied from the physical point of view. In fact, for
conditions (1.5) and (1.15), this happens because the equality ρ1

ρ2
= k

b
is incompatible

with the physical condition
ρ1

ρ2
= 2(1+ ν)

k

b
, (1.16)

which results from the relation E = 2G(1+ν) between the Young’s modulus E, the shear
modulus G and the Poisson’s ratio ν. For conditions (1.10), this happens because, for
the physical system, we have

k0 − k = 0 ⇐⇒ ρ1

ρ2
=
k

b

and thus, in this case, we also obtain an incompatibility with (1.16).
Now, returning to the context of system (1.9), adding another thermal dissipation
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θ acting in the axial force, the resulting system is exponentially stable even in the case
where the second equality of (1.10) is dropped. In other words, and with a slightly
different notation, if (

ς −
k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm = 0, (1.17)

then system
ρ1ϕtt − k(ϕx +ψ+ lw)x − l[k0(wx − lϕ) − γθ] = 0

ρ2ψtt − [bψx − γϑ]x + k(ϕx +ψ+ lw) = 0

ρ1wtt − [k0(wx − lϕ) − γθ]x + kl(ϕx +ψ+ lw) = 0

ϑt + k1px +mψxt = 0

ςpt + δp+ ϑx = 0

θt + k1qx +m(wxt − lϕt) = 0

τqt + δq+ θx = 0

(1.18)

with boundary conditions

ϕ = ψx = wx = ϑ = θ = 0 on {0, `}× [0,∞) (1.19)

is exponentially stable. This result was proved in [13] and, to the best of our knowledge,
it is the unique known result on exponential stability of (1.18)-(1.19) providing only a
sufficient condition. In Chapter 4, we will prove a similar result but starting our analysis
studying system (1.13) instead of (1.9). In fact, adding another thermal damping ϑ
in system (1.13), now acting in the bending moment, we will prove that the resulting
system is exponentially stable even in the case where the first equality of (1.15) is
dropped. Note that in both cases, after adding the other damping, we obtain the same
system (1.18). Therefore, our result says that if(

τ−
k1ρ1

k

)
(k0 − k) + τγm = 0, (1.20)

then system (1.18)-(1.19) is exponentially stable. This implies that the equalities (1.17)
and (1.20) are two different sufficient conditions for the exponential stability of (1.18)-
(1.19). So, combining these two results, we will prove that the sufficient and necessary
condition for the exponential decay of system (1.18)-(1.19) is given by[(

ς −
k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm

] [(
τ−

k1ρ1

k

)
(k0 − k) + τγm

]
= 0. (1.21)

Summarizing the previous discussion, the main contribution of Chapter 4 is to
prove that the system (1.18)-(1.19) is exponentially stable if and only if equality (1.21)
holds. Therefore, our results provide a complete characterization of the exponential
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stability of system (1.18)-(1.19) which, as far as we know, is an open problem in the
literature. Observe that (1.21) generalizes the standard equal wave speed condition
(1.5). Additionally, observe that the number[(

ς −
k1ρ1

k

)(
ρ2 −

bρ1

k

)
−

ςρ1γm

k

] [(
τ−

k1ρ1

k

)(
ρ1 −

k0ρ1

k

)
−
τρ1γm

k

]
,

obtained when we multiply (1.21) by
(
−ρ1

k

)2, generalizes the stability number of the
Timoshenko system with Cattaneo’s law given in [29].

Remark 1.2. From the physical point of view, the relevance of our result is that, com-
pared with system (1.4), system (1.18) considers thermal effects governed by the Cat-
taneo’s law which removes the paradox of infinite propagation speed inherent in the
Fourier’s law. Additionally, compared with systems (1.9) and (1.13), system (1.18) is
more realistic because it does not neglect the effects of the temperature in any direc-
tion. Furthermore, for the physical system, condition (1.21) reduces to[(

ς −
k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm

] [(
τ−

k1ρ1

k

)(
bρ1

ρ2
− k

)
+ τγm

]
= 0,

which is not incompatible with (1.16), contrary to what happens with conditions (1.5),
(1.10) and (1.15).

Finally but not less important, we observe that there exists a quite large num-
ber of references in the literature studying Bresse systems. Until now, we have cited
only a few of them which we believe are the most important to help the readers to
understand our contributions. However, in order to give a most comprehensive sur-
vey on Bresse systems in the context of our work, we will cite some other papers
about Bresse systems with thermal dampings on bounded domains. In [25] the au-
thors studied a version of (1.4) with thermal effects of type III for θ and Fourier’s law for
ϑ. They proved that condition (1.5) is sufficient for the exponential stability and showed
existence of global attractors. In [16] the authors studied a version of (1.4) with vari-
able coefficients, boundary damping and heat flux given by Cattaneo’s law. In [27] the
authors studied existence and uniqueness of solutions for nonhomogeneous and non-
linear versions of (1.4). In [26] the authors extended the results of [12] to a version of
(1.6) with locally distributed thermal damping. In [11] the authors extended the results
of [12] to a version of (1.6) with nonlinear motion equation. In [30] the author extended
the results of [12] to a version of (1.6) with heat conduction given by thermoelasticity
of type III. In [15] the authors studied the system (1.9) with boundary damping. In [1]
the authors studied a version of (1.9) with history. In [3], the authors studied a variant
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of (1.13) for different mixed boundary conditions. In such variant, looking to the pre-
cise Bresse model, the corresponding coupling terms are incomplete: the term θ in the
first equation and the term ϕt in the coupling of the heat equation were omitted. In this
case, the authors proved that condition (1.15) is no longer equivalent to the exponential
decay and an extra restriction on the curvature is needed. Under the same condition
on the curvature, polynomial stability was also obtained even in the case where (1.15)
is not satisfied. Finally, in [14], the author obtained similar results for the same model
with Cattaneo’s law replaced by thermal effects of types I and III. In this case, condition
(1.15) is replaced by the usual equal wave speeds condition, the same restriction on
the curvature is needed.

The remainder of this thesis is organized as follows. In Chapter 3 we study the
system (1.13)-(1.14): in Section 3.1 we formulate it, with its corresponding initial condi-
tions, as an abstract Cauchy problem and prove existence and uniqueness of solutions;
in Section 3.2 we prove exponential stability if and only if the condition (1.15) holds; in
Section 3.3 we prove that, regardless of the relationship between the coefficients, the
solution is always polynomially stable. In Chapter 4 we study the system (1.18)-(1.19):
in Section 4.1 we formulate it, with its corresponding initial conditions, as an abstract
Cauchy problem and prove existence and uniqueness of solution; in Section 4.2 we
prove that the exponential decay of the system is characterized by the condition (1.21).
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2 PRELIMINARY RESULTS

The aim of this chapter is to present the main tools which will by needed for the
proofs presented in the next chapters. All results presented here are rather standard
and, when a reference is not given, the result is very simple and a proof is presented
only for convenience of the reader (not because it has any sort of originality).

2.1 Functional analysis

Let us recall that a space X equipped with a norm ‖ · ‖, represented by (X, ‖ · ‖),
is called a Banach space if it is complete with respect to ‖ · ‖. And two norms ‖ · ‖1 and
‖ · ‖2 defined on the same space X are said to be equivalent if there exist two positive
constants a and b such that

a‖x‖1 ≤ ‖x‖2 ≤ b‖x‖1, ∀ x ∈ X.

Theorem 2.1 ([18], p. 106). Let (X, ‖ · ‖1) and (X, ‖ · ‖2) be Banach spaces. If there
exists a constant c1 > 0 such that

‖x‖1 ≤ c1‖x‖2, ∀ x ∈ X

then ‖ · ‖1 and ‖ · ‖2 are equivalent.

Let us recall also that a linear map A : X→ Y is compact provided that A(U) is
a compact subset of Y for all compact subset U of X. For the particular case in which X
is identified with a subspace of Y, if the embedding X 3 x 7→ x ∈ Y is compact we say
that X is compactly embedded in Y and write X

c
↪→ Y.

Theorem 2.2 ([18], p. 231). Let X and Y be two normed spaces and B : X → Y a
linear map. Then, the following assertions are equivalent.

• B is compact.

• If {xn}n∈N is a bounded sequence in X, then the sequence {Bxn}n∈N has a
subsequence which converges in Y.

Now, let us recall that a linear operator with compact resolvent is a linear op-
erator A : D(A) ⊂ X → X for which there exists λ ∈ ρ(A) such that (λI − A)−1 is
compact, where ρ(A) is the resolvent set of A formed by all λ ∈ C such that the
operator (λI−A)−1 exists, is bounded and has dense domain.
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Theorem 2.3 ([9], p. 117). Let (X, ‖ · ‖X) be a Banach space, A : D(A) ⊂ X → X

a linear operator with nonempty resolvent and ‖ · ‖D(A) the graph norm defined on
D(A) by ‖x‖D(A) = ‖x‖X + ‖Ax‖X. Then, the following assertions are equivalent.

• A has compact resolvent.

• (D(A), ‖ · ‖D(A))
c
↪→ (X, ‖ · ‖X).

On the other hand, we recall that the spectrum of a linear operator A : D(A) ⊂
X→ X is the set σ(A) = C\ρ(A) and that the point spectrum of A is the subset σp(A)
of σ(A) formed by all λ ∈ C such that (λI−A) is not invertible. The elements of σp(A)
are called eigenvalues of A.

Theorem 2.4 ([9], p. 248). Let X be a Banach space and A : D(A) ⊂ X → X a
linear operator. If A has compact resolvent, then σ(A) = σp(A).

Finally, in order to finish this section with the the Lax-Milgram Theorem, we recall
that given a Hilbert space H and a map B : H×H→ C we say that B is:

• a sesquilinear form if

B(u+ x, v) = B(u, v) + B(x, v) and B(αu, v) = αB(u, v)

B(u, v+ x) = B(u, v) + B(u, x) and B(u,αv) = αB(u, v)

}
∀ u, v, x ∈ H, α ∈ C.

• continuous if there exists a constant C > 0 such that

|B(u, v)| ≤ C‖u‖‖v‖, ∀ u, v ∈ H.

• coercive if there exists a constant M > 0 such that

Re(B(u, u)) ≥M‖u‖2, ∀ u ∈ H.

Theorem 2.5 ([7], p. 376). Let H be a Hilbert space on C and B : H × H → K
a continuous coercive sesquilinear form. Then, given a bounded linear functional
f : H→ C, there exists a unique z ∈ H such that

f(u) = B(u, z), ∀ u ∈ H.
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2.2 Sobolev spaces

Let
Lp(Ω), Wm,p(Ω) and Wm,p

0 (Ω) (2.1)

be the usual Lebesgue and Sobolev spaces, defined as in [2]. Initially, let us recall that
any element of Lp(Ω) can by approximated by elements of the space C∞

0 (Ω), formed
by the infinitely differentiable functions of compact support:

Theorem 2.6 ([2], p. 38). Let Ω be an open subset of RN and 1 ≤ p < ∞. Then,
the space C∞

0 (Ω) is dense in Lp(Ω).

Let us recall also that, for the space Wm,p
0 (Ω), the Poincaré inequality is given as

follows:

Theorem 2.7 ([2], p. 183). Let 1 ≤ p < ∞ and Ω ⊂ RN be an open set of finite
width (that is, an open set that lies between two parallel planes of dimensionN−1).
Then, there exists a constant C > 0 such that

‖u‖Lp ≤ C‖∇u‖Lp , ∀ u ∈W1,p
0 (Ω).

And, for the space W1,p(Ω), the Poincaré inequality takes the following form:

Theorem 2.8 ([10], p. 275). Let 1 ≤ p ≤∞ andΩ ⊂ RN be an connected bounded
open set of class C1. Then, there exists a constant C > 0 such that∥∥∥∥u−

1

medΩ

∫
Ω

u(x) dx

∥∥∥∥
Lp
≤ C‖∇u‖Lp , ∀ u ∈W1,p(Ω).

Let us recall finally that, under the notations p∗m := Np
N−mp

and W0,q := Lq, the
Rellich-Kondrachov Theorem says the following:

Theorem 2.9 ([2], p. 168-169). LetΩ be a bounded open subset of RN with smooth
boundary, m a positive integer, j a nonnegative integer and 1 ≤ p <∞.

(a) If mp < N, then Wm+j,p(Ω)
c
↪→Wj,q(Ω) for all q ∈ [1, p∗m).

(b) If mp = N, then Wm+j,p(Ω)
c
↪→Wj,q(Ω) for all q ∈ [1,∞).

(c) If mp > N, then Wm+j,p(Ω)
c
↪→ Cj(Ω).
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• In particular, Wm+j,p(Ω)
c
↪→Wj,p(Ω) for all m, p and N.

• If we replace Wm+j,p by Wm+j,p
0 in the previous embeddings, then the results

are valid for a arbitrary open set Ω (not necessarily bounded with boundary
not necessarily smooth).

In this thesis, we will use only the following particular cases of the spaces listed
in (2.1), which are all Hilbert spaces:

• L2(0, `) equipped with the usual norm

‖u‖L2 :=
(∫ `

0

|u(x)|2 dx

) 1
2

.

• L2∗(0, `) :=
{
u ∈ L2(0, `)

∣∣ ∫`
0
u dx = 0

}
equipped with the norm

‖u‖L2∗ := ‖u‖L2

induced from L2(0, `).

• H1(0, `) :=W1,2(0, `) equipped with the usual norm

‖u‖H1 :=
(
‖u‖2L2 + ‖ux‖

2
L2

) 1
2 .

• H10(0, `) :=W
1,2
0 (0, `) equipped with the usual norm

‖u‖H10 := ‖ux‖L2 .

• H1∗(0, `) := H1(0, `) ∩ L2∗(0, `) equipped with the norm

‖u‖H1∗ := ‖ux‖L2 .

• H2(0, `) :=W2,2(0, `) equipped with the usual norm

‖u‖H2 := (‖u‖2L2 + ‖ux‖
2
L2 + ‖uxx‖

2
L2)

1
2 .

We remark that in order to obtain estimates for expressions involving these norms, the
Young’s inequality

ab ≤ a
2

2
+
b2

2
, a, b ≥ 0

will be tacitly used many times along the thesis.
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Occasionally, we will omit the domain (0, `) and simply represent the above
spaces by

L2, L2∗, H1, H10, H1∗, H2. (2.2)

For these spaces, the Poincaré inequalities given in Theorem 2.7 and Theorem 2.8 are
summarized as follows: there exists C > 0 such that

‖u‖L2 ≤ C‖ux‖L2 , ∀ u ∈
(
H10(0, `) ∪H1∗(0, `)

)
.

Furthermore, as consequence of Theorem 2.6, we have the following density results:

Theorem 2.10. The space H1∗(0, `) is dense in L2∗(0, `).

Proof. Take f ∈ L2∗(0, `). By Theorem 2.6, there exists a sequence (f(n))n∈N in C∞
0 (0, `)

such that
‖f(n) − f‖L2

n→∞−→ 0.

Define g(n) = f(n) − cn, where

cn :=
1

`

∫ `
0

f(n) dx.

Then, g(n) ∈ H1∗(0, `). In addition, as f ∈ L2∗(0, `), we have

cn =
1

`

∫ `
0

(f(n) − f) dx.

Therefore,

‖cn‖L2 = |cn| ·
√
` =

∣∣∣∣1`
∫ `
0

(f(n) − f) dx

∣∣∣∣ · √` ≤ 1√
`

∫ `
0

|f(n) − f| · 1 dx

≤ 1√
`
‖f(n) − f‖L2‖1‖L2

n→∞−→ 0.

Thus,
‖g(n) − f‖L2 = ‖f(n) − cn − f‖L2 ≤ ‖f(n) − f‖L2 + ‖cn‖L2

n→∞−→ 0.

This shows that there exists a sequence (g(n))n∈N in H1∗(0, `) that converges to f in
L2∗(0, `).

Theorem 2.11. The space J := {u ∈ H1∗(0, `) | ux ∈ H10(0, `)} is dense in H1∗(0, `).

Proof. Take f ∈ H1∗(0, `). By Theorem 2.6, there exists (z(n))n∈N in C∞
0 (0, `) such that

‖z(n) − fx‖L2
n→∞−→ 0.
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Define

g(n)(x) =

∫ x
0

z(n)(s) ds−
1

`

∫ `
0

∫y
0

z(n)(s) ds dy.

Then, g(n) ∈ J. In addition,

‖g(n) − f‖H1∗ = ‖g
(n)
x − fx‖L2 = ‖z(n) − fx‖L2

n→∞−→ 0.

This shows that there exists a sequence (g(n))n∈N in J that converges to f inH1∗(0, `).

Now, in order to present compact embeddings for the spaces (2.2), we look at
the one-dimensional version of Theorem 2.9:

Theorem 2.12 ([5], p. 217). Let I be a bounded open interval, m a positive integer
and 1 < p ≤∞. Then,

Wm,p(I)
c
↪→ Cm−1(I).

Corollary 2.13. For the spaces (2.2), we have

(a) H1
c
↪→ L2.

(b) H1∗
c
↪→ L2∗.

(c) (H2 ∩H1∗)
c
↪→ H1∗.

(d) (H2 ∩H10)
c
↪→ H10.

Proof.

(a) Taking m = 1 and p = 2 in Theorem 2.12, we conclude that H1(0, `) =W1,2(0, `)
c
↪→

C[0, `] ↪→ L2(0, `). Therefore, H1(0, `)
c
↪→ L2(0, `).

(b) Let (un)n∈N be bounded in H1∗(0, `). Then, (un)n∈N is bounded in H1(0, `), which
is compactly embedded in L2(0, `) by item (a). Thus, there exist a subsequence
(unk)k∈N and a function u ∈ L2(0, `) such that

unk
k→∞−→ u in L2(0, `).

Since un ∈ L2∗(0, `) for all n ∈ N and L2∗(0, `) is complete, it follows that u ∈ L2∗(0, `).
Therefore,

unk
k→∞−→ u in L2∗(0, `),

which implies that H1∗(0, `)
c
↪→ L2∗(0, `) by Theorem 2.2.
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(c) Let (un)n∈N be bounded in H2(0, `)∩H1∗(0, `). Then, (un)n∈N is bounded in H2(0, `),
which is compactly embedded in H1(0, `) by Theorem 2.12 (withm = p = 2). Thus,
there exist a subsequence (unk)k∈N and a function u ∈ H1(0, `) such that

unk
k→∞−→ u in H1(0, `).

Since un ∈ H1∗(0, `) for all n ∈ N andH1∗(0, `) is complete, it follows that u ∈ H1∗(0, `).
Therefore,

unk
k→∞−→ u in H1∗(0, `),

which implies that [H2(0, `) ∩H1∗(0, `)]
c
↪→ H1∗(0, `) by Theorem 2.2.

(d) The proof is exactly as the proof of item (c), with H1∗ replaced by H10.

Finally, we finish this section with two simple existence lemmas.

Lemma 2.14. Let l > 0, f ∈ L2(0, `) and g ∈ L2∗(0, `). Suppose that

l` 6= nπ, ∀ n ∈ N. (2.3)

Then, there exist ϕ ∈ H10(0, `) and w ∈ H1∗(0, `) such that{
wx − lϕ = f,

ϕx + lw = g.
(2.4)

Proof. Define

ϕ(x) = c1 cos(lx) − c2 sin(lx) + cos(lx)

∫ x
0

[g(s) cos(ls) + f(s) sin(ls)] ds

+ sin(lx)

∫ x
0

[g(s) sin(ls) − f(s) cos(ls)] ds

(2.5)

and

w(x) = c1 sin(lx) + c2 cos(lx) + sin(lx)

∫ x
0

[g(s) cos(ls) + f(s) sin(ls)] ds

+ cos(lx)

∫ x
0

[f(s) cos(ls) − g(s) sin(ls)] ds.

(2.6)

It is clear that ϕ,w ∈ H1(0, `). In addition, differentiating (2.5)-(2.6) and substituting
into the equations, we see that ϕ and w satisfy the system (2.4). Taking c1 = 0 and

c2 =
cos(l`)

sin(l`)

∫ `
0

[g(s) cos(ls) + f(s) sin(ls)] ds+

∫ `
0

[g(s) sin(ls) − f(s) cos(ls)] ds,
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we conclude that ϕ(0) = ϕ(`) = 0. Therefore, ϕ ∈ H10(0, `) (note that c2 is well defined
because sin(l`) 6= 0, which follows from assumption (2.3)). Finally, we conclude that
w ∈ H1∗(0, `) because, integrating the second equation of (2.4) over [0, `], we obtain∫ `

0

w(s) ds = 0.

Lemma 2.15. Let l > 0, H ∈ L2∗(0, `) and F,G ∈ L2(0, `). Suppose that condition
(2.3) holds. Then, there exist ϕ ∈ H10(0, `) and ψ,w ∈ H1∗(0, `) such that

ψx = F,

wx − lϕ = G,

ϕx +ψ+ lw = H.

(2.7)

Proof. Define

ψ(x) =

∫ x
0

F(s) ds−
1

`

∫ `
0

(∫y
0

F(s) ds

)
dy.

Then, ψ ∈ H1∗(0, `) and
ψx = F. (2.8)

By Lemma 2.14, there exist ϕ ∈ H10(0, `) and w ∈ H1∗(0, `) such that{
wx − lϕ = G,

ϕx + lw = H−ψ.
(2.9)

Therefore, ϕ, ψ and w have the desired regularity and, by (2.8)-(2.9), satisfy (2.7).

2.3 Semigroups of operators

Let us recall that a semigroup (of bounded linear operators) on a Banach space
X is a family {S(t)}t≥0 in L(X) which satisfies the following conditions:

• S(0) = I, where I is the identity operator from X to X.

• S(s)S(t) = S(s+ t), for all s, t ≥ 0.

Let us recall also that a semigroup {S(t)}t≥0 is called:

• strongly continuous (or C0) if lim
t→0+ ‖S(t)x− x‖X = 0, for all x ∈ X.

• bounded if there exists a constant M ≥ 0 such that ‖S(t)‖L ≤M, for all t ≥ 0.
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• of contractions if ‖S(t)‖L ≤ 1, for all t ≥ 0.

In addition, let us recal that the infinitesimal generator of a semigroup {S(t)}t≥0 on X
is the operator A : D(A) ⊂ X→ X defined by

Ax = lim
t→0+

S(t)x− x

t

with domain
D(A) =

{
x ∈ X

∣∣∣∣ the limit lim
t→0+

S(t)x− x

t
exists

}
.

Finally, let us recall the if {S(t)}t≥0 is the semigroup whose infinitesimal generator is the
operator A, then we write S(t) = etA.

For our purposes, the importance of the concept of C0-semigroup is due to the
following result.

Theorem 2.16 ([9], p. 145). Let X be a Banach space and A : D(A) ⊂ X → X the
infinitesimal generator of a C0-semigroup on X. If U0 ∈ D(A), then the problem{

Ut = AU, t > 0

U(0) = U0
(2.10)

has a unique solution U ∈ C1
(
[0,∞);X

)
, which is given by U(t) = etAU0.

Therefore, in order to show that a problem of the form (2.10) is well-posed, it is enough
to show that A is the infinitesimal generator of a C0-semigroup on a suitable space. In
this thesis, this goal will be attained as an application of the following well-known result.

Theorem 2.17 ([24], p. 3). Let H be a Hilbert space and A : D(A) ⊂ H → H a
linear operator. If D(A) is dense in H, A is dissipative and 0 ∈ ρ(A), then A is the
infinitesimal generator of a C0-semigroup of contractions on H, where “dissipative”
means that

Re(Ax, x)H ≤ 0, ∀ x ∈ D(A).

Given that the solution of our problem has the form U(t) = etAU0, as guaranteed
by Theorem 2.16, the analysis of the asymptotic properties of the solution U reduces to
the analysis of the asymptotic properties of the semigroup {etA}t≥0. Therefore, in order
to obtain exponential stability, we will use the Gearhart-Prüss Theorem:
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Theorem 2.18 ([24], p. 4). Let {etA}t≥0 be a C0-semigroup of contractions on a
Hilbert space H. Then, {etA}t≥0 is exponentially stable if and only if the following
conditions are satisfied:

(a) iR ⊂ ρ(A).

(b) lim sup
|β|→∞ ‖(iβI−A)

−1‖L(H) <∞.

On the other hand, in order to obtain polynomial stability, we will use the Borichev-
Tomilov Theorem:

Theorem 2.19 ([6], p. 459). Let {etA}t≥0 be a bounded semigroup on a Hilbert
space H. Suppose that iR ⊂ ρ(A). Then, fixed α > 0, the following assertions are
equivalent:

(a) There exist positive constants C and β0 such that

‖(iβI−A)−1)‖L(H) ≤ C|β|α, ∀ |β| ≥ β0.

(b) There exist positive constants C and t0 such that

‖etAA−1‖L ≤ C
1

t1/α
, ∀ t ≥ t0.
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3 HEAT CONDUCTION ON AXIAL FORCE

In this chapter we prove that system (1.13)-(1.14), with its corresponding initial
conditions, has a unique solution, which is exponentially stable if and only if condition
(1.15) holds. We also prove polynomial stability in the case where the said condition is
not satisfied.

3.1 Semigroup formulation and well-posedness

We will consider the problem in the framework of semigroup theory. Therefore,
the aim of this section is to formulate it as an abstract Cauchy problem.

Initially, note that multiplying (formally) the equations of (1.13) by ϕt, ψt, wt,
γ
m
θ

and γk1
m
q, respectively, integrating over [0, `] and taking the real part we obtain

1

2

d

dt

∫ `
0

(
ρ1|ϕt|

2 + ρ2|ψt|
2 + ρ1|wt|

2 + b|ψx|
2 + k|ϕx +ψ+ lw|2 + k0|wx − lϕ|

2
)
dx

+
1

2

d

dt

∫ `
0

(
γ
m
|θ|2 + γk1τ

m
|q|2
)
dx = −

δγk1

m

∫ `
0

|q|2 dx,

which defines (formally) the energy of the system (1.13) by

Eτ(t) = ρ1

∫ `
0

|ϕt|
2 dx+ ρ2

∫ `
0

|ψt|
2 dx+ ρ1

∫ `
0

|wt|
2 dx+ b

∫ `
0

|ψx|
2 dx

+ k

∫ `
0

|ϕx +ψ+ lw|2 dx+ k0

∫ `
0

|wx − lϕ|
2 dx+

γ

m

∫ `
0

|θ|2 dx+
γk1τ

m

∫ `
0

|q|2 dx.

Motivated by this calculation, using the notation presented in (2.2), we consider
the phase space

Hτ =

H
1
0 × L2 ×H1∗ × L2∗ ×H1∗ × L2∗ × L2 for τ = 0

H10 × L2 ×H1∗ × L2∗ ×H1∗ × L2∗ × L2 × L2∗ for τ > 0

with inner product defined by

(Ũ, U)τ = ρ1

∫ `
0

Φ̃Φ dx+ ρ2

∫ `
0

Ψ̃Ψ dx+ ρ1

∫ `
0

W̃W dx+ b

∫ `
0

ψ̃xψx dx

+ k

∫ `
0

(ϕ̃x + ψ̃+ lw̃)(ϕx +ψ+ lw) dx+ k0

∫ `
0

(w̃x − lϕ̃)(wx − lϕ) dx

+
γ

m

∫ `
0

θ̃θ dx+
γk1τ

m

∫ `
0

q̃q dx,

(3.1)
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where U and Ũ, are given by

U =

{
(ϕ,Φ,ψ,Ψ,w,W, θ) for τ = 0

(ϕ,Φ,ψ,Ψ,w,W, θ, q) for τ > 0

and

Ũ =

{
(ϕ̃, Φ̃, ψ̃, Ψ̃, w̃, W̃, θ̃) for τ = 0

(ϕ̃, Φ̃, ψ̃, Ψ̃, w̃, W̃, θ̃, q̃) for τ > 0.

Now, system (1.13)-(1.14) can be written as an evolution equation on Hτ given
by {

Ut = AτU, t > 0

U(0) = U0,
(3.2)

where

U0 =

{
(ϕ0, ϕ1, ψ0, ψ1, w0, w1, θ0) for τ = 0

(ϕ0, ϕ1, ψ0, ψ1, w0, w1, θ0, q0) for τ > 0,

and the operator Aτ : D(Aτ) ⊂ Hτ → Hτ is defined by

AτU =





Φ
k
ρ1
(ϕx +ψ+ lw)x +

k0l
ρ1
(wx − lϕ) −

lγ
ρ1
θ

Ψ
b
ρ2
ψxx −

k
ρ2
(ϕx +ψ+ lw)

W
k0
ρ1
(wx − lϕ)x −

kl
ρ1
(ϕx +ψ+ lw) − γ

ρ1
θx

κ1θxx −m(Wx − lΦ)


for τ = 0



Φ
k
ρ1
(ϕx +ψ+ lw)x +

k0l
ρ1
(wx − lϕ) −

lγ
ρ1
θ

Ψ
b
ρ2
ψxx −

k
ρ2
(ϕx +ψ+ lw)

W
k0
ρ1
(wx − lϕ)x −

kl
ρ1
(ϕx +ψ+ lw) − γ

ρ1
θx

−k1qx −m(Wx − lΦ)

− δ
τ
q− 1

τ
θx


for τ > 0

with domain

D(Aτ) =

{{
U ∈ H0 | ϕ, θ ∈ H2, Φ,ψx, wx, θ ∈ H10, Ψ,W ∈ H1

}
for τ = 0{

U ∈ Hτ | ϕ ∈ H2, Φ,ψx, wx, θ ∈ H10, Ψ,W, q ∈ H1
}

for τ > 0.
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In this context, in view of Theorem 2.16, we will prove the well-posedness of
system (1.13)-(1.14) by showing thatAτ is the infinitesimal generator of a C0-semigroup
of contractions on Hτ. First of all, we prove that Hτ is indeed a Hilbert space.

Remark 3.1. As pointed out in [23] (p. 58), to ensure that the bilinear form (·, ·)τ given
by (3.1) defines an inner product on Hτ, we have to assume that l` is not a multiple of
π, that is,

l` 6= nπ, ∀ n ∈ N. (3.3)

Otherwise we can construct a vector U 6= 0 in Hτ satisfying (U,U)τ = 0, for exam-
ple, taking ϕ(x) = sin(lx), w(x) = − cos(lx) and the other components equal to zero.
Therefore, here and thereafter, we take (3.3) as a hypothesis, otherwise we cannot
speak of the “norm induced by (3.1)”.

Theorem 3.2. The space Hτ, equipped with the norm ‖ · ‖τ induced by the inner
product (3.1), is complete and thus it is a Hilbert space.

Proof. Suppose that τ > 0. Then,

‖U‖2τ = ρ1‖Φ‖2L2 + ρ2‖Ψ‖
2
L2 + ρ1‖W‖

2
L2 + b‖ψx‖

2
L2 + k0‖wx − lϕ‖

2
L2

+ k‖ϕx +ψ+ lw‖2L2 +
γ

m
‖θ‖2L2 +

γk1τ

m
‖q‖2L2 .

(3.4)

Therefore, taking a Cauchy sequence (Un) in Hτ and writing

Un = (ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), θ(n), q(n)),

we conclude that

• (Φ(n)), (ψ(n)
x ), (w(n)

x − lϕ(n)), (θ(n)) are Cauchy sequences in (L2(0, `), ‖ · ‖L2).

• (Ψ(n)), (W(n)), (ϕ(n)
x +ψ(n)+lw(n)), (q(n)) are Cauchy sequences in (L2∗(0, `), ‖·‖L2).

Since (L2(0, `), ‖ · ‖L2) and (L2∗(0, `), ‖ · ‖L2) are complete spaces, it follows that there
exist Φ, F,G, θ ∈ L2(0, `) and Ψ,W,H, q ∈ L2∗(0, `) such that

‖Φ(n) −Φ‖L2
n→∞−→ 0, ‖ψ(n)

x − F‖L2
n→∞−→ 0,

‖w(n)
x − lϕ(n) −G‖L2

n→∞−→ 0, ‖θ(n) − θ‖L2
n→∞−→ 0,

‖Ψ(n) − Ψ‖L2
n→∞−→ 0, ‖W(n) −W‖L2

n→∞−→ 0,

‖ϕ(n)
x +ψ(n) + lw(n) −H‖L2

n→∞−→ 0, ‖q(n) − q‖L2
n→∞−→ 0.

(3.5)
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By Lemma 2.15, there exist ϕ ∈ H10(0, `) e ψ,w ∈ H1∗(0, `) such that
ψx = F,

wx − lϕ = G,

ϕx +ψ+ lw = H.

(3.6)

Taking U := (ϕ,Φ,ψ,Ψ,w,W, θ, q), we conclude that U ∈ Hτ. In addition, substituting
(3.6) into (3.5), we obtain

‖Un −U‖2τ
n→∞−→ 0.

Therefore, (Un) converges in Hτ. This shows that Hτ is complete.
The case τ = 0 is similar (the only difference is that the vectors have seven

components instead of eight).

Remark 3.3. Let | · |τ be the usual norm defined in Hτ by

|U|2τ =

{
‖ϕx‖2L2 + ‖Φ‖

2
L2 + ‖ψx‖

2
L2 + ‖Ψ‖

2
L2 + ‖wx‖

2
L2 + ‖W‖

2
L2 + ‖θ‖

2
L2 , τ = 0

‖ϕx‖2L2 + ‖Φ‖
2
L2 + ‖ψx‖

2
L2 + ‖Ψ‖

2
L2 + ‖wx‖

2
L2 + ‖W‖

2
L2 + ‖θ‖

2
L2 + ‖q‖

2
L2 , τ > 0.

From (3.4), it is clear that there exists a constant C > 0 such that

‖U‖τ ≤ C|U|τ, ∀ U ∈ Hτ.

Therefore, in view of Theorem 3.2 and Theorem 2.1, we conclude that ‖ · ‖τ and | · |τ
are equivalent. This equivalence will be tacitly used many times along the thesis.

Now, we are ready to state and prove the main result of this section.

Theorem 3.4 (Existence and uniqueness). The operator Aτ : D(Aτ) ⊂ Hτ → Hτ
is the infinitesimal generator of a C0-semigroup of contractions on Hτ. Therefore,
for each initial data U0 ∈ D(Aτ), the problem (3.2) has a unique classical solution
U ∈ C1([0,∞);Hτ), which is given by U(t) = etAτU0.

Proof. We will apply Theorem 2.17.

D(Aτ) is dense in Hτ. Suppose that τ > 0. Then,

Hτ = Y1 × Y2 × Y3 × Y4 × Y5 × Y6 × Y7 × Y8,

D(Aτ) = S1 × S2 × S3 × S4 × S5 × S6 × S7 × S8
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and
|(y1, y2, ..., y8)|

2
τ = ‖y1‖2Y1 + ‖y2‖

2
Y2
+ · · ·+ ‖y8‖2Y8 ,

where

Y1 = H
1
0, Y2 = Y7 = L

2, Y3 = Y5 = H
1
∗, Y4 = Y6 = Y8 = L

2
∗,

S1 = H
2 ∩H10, S2 = S7 = H

1
0, S3 = S5 = {u ∈ H1∗ | ux ∈ H10}, S4 = S6 = S8 = H

1
∗.

Therefore, it is enough to show that Si is a dense subspace of Yi, for i = 1, 2, 3, 4:

• Since C∞
0 (0, `) ⊂ [H2(0, `)∩H10(0, `)], S1 is dense in Y1 by the definition of H10(0, `).

• Since C∞
0 (0, `) ⊂ H10(0, `), S2 is dense in Y2 by Theorem 2.6.

• S3 is dense in Y3 by Theorem 2.11.

• S4 is dense in Y4 by Theorem 2.10.

The case τ = 0 is similar (the unique differences are that S7 equals to S1 instead
of S2 and there are only seven spaces instead of eight).

Aτ is dissipative. A straightforward computation shows that

Re(AτU,U)τ = −
γ

m
‖ητ‖2L2 , ∀ U ∈ D(Aτ) (3.7)

where

ητ :=

{√
κ1θx if τ = 0√
δk1q if τ > 0.

(3.8)

0 ∈ ρ(Aτ). Suppose that τ > 0. Let F = (f1, f2, f3, f4, f5, f6, f7, f8) ∈ Hτ. Then,
taking

Φ = f1, Ψ = f3, W = f5, (3.9)

we conclude that there exists a unique q ∈ H1∗(0, `) such that

−k1qx = f7 +mWx −mlΦ,

which is given by

q(x) = −
1

k1

∫ x
0

(
f7(y) +mWx(y) −mlΦ(y)

)
dy

+
1

k1`

∫ `
0

∫ x
0

(
f7(y) +mWx(y) −mlΦ(y)

)
dy dx.

(3.10)
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Analogously, there exists a unique θ ∈ H10(0, `) satisfying

−θx = δq+ τf8,

which is given by

θ(x) = −

∫ x
0

(
δq+ τf8

)
dy. (3.11)

Also, applying Theorem 2.5 with the sesquilinear form B : (H10×H1∗×H1∗)2 → C defined
by

B((ϕ∗, ψ∗, w∗), (ϕ,ψ,w)) = k

∫ `
0

(ϕ∗x +ψ
∗ + lw∗)(ϕx +ψ+ lw) dx

+ k0

∫ `
0

(w∗x − lϕ
∗)(wx − lϕ) dx+ b

∫ `
0

ψ∗xψx dx

and the linear functional f : H10 ×H1∗ ×H1∗ → C defined by

f(ϕ∗, ψ∗, w∗) = −

∫ `
0

(ρ1f2 + lγθ)ϕ
∗ dx−

∫ `
0

ρ2f4ψ
∗ dx−

∫ `
0

(ρ1f6 + γθx)w
∗ dx

we conclude that the system

k(ϕx +ψ+ lw)x + k0l(wx − lϕ) = ρ1f2 + lγθ

bψxx − k(ϕx +ψ+ lw) = ρ2f4

k0(wx − lϕ)x − kl(ϕx +ψ+ lw) = ρ1f6 + γθx

has a unique solution

(ϕ,ψ,w) ∈ [H2(0, `) ∩H10(0, `)]× [H2(0, `) ∩ ×H1∗(0, `)]2 with ψx, wx ∈ H10(0, `)

(see Remark 3.5). This shows that there exists a unique U ∈ D(Aτ) satisfying AτU = F

and thus Aτ is bijective. Working with the components of AτU = F, we also conclude
that ‖U‖τ ≤ C‖F‖τ which shows that A−1

τ is bounded. So, 0 ∈ ρ(Aτ).
For the case τ = 0, we start with F = (f1, f2, f3, f4, f5, f6, f7) ∈ H0. Then, taking

Φ, Ψ and W as in (3.9), we conclude that there exists a unique θ ∈ H10(0, `) satisfying

κ1θxx = f7 +mWx −mlΦ,

which is given by the expression (3.11) with τ = 0 and q defined by (3.10). The rest of
the argument is exactly the same.

Remark 3.5. Since B is continuous coercive and f is bounded, Theorem 2.5 implies
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that there exist a unique (ϕ,ψ,w) ∈ (H10 ×H1∗ ×H1∗) such that

B((ϕ∗, ψ∗, w∗), (ϕ,ψ,w)) = f(ϕ∗, ψ∗, w∗), ∀ (ϕ∗, ψ∗, w∗) ∈ (H10 ×H1∗ ×H1∗). (3.12)

In particular,

B((ϕ∗, 0, 0), (ϕ,ψ,w)) = f(ϕ∗, 0, 0), ∀ ϕ∗ ∈ H10 (3.13)

B((0,ψ∗, 0), (ϕ,ψ,w)) = f(0,ψ∗, 0), ∀ ψ∗ ∈ H1∗ (3.14)

B((0, 0,w∗), (ϕ,ψ,w)) = f(0, 0,w∗), ∀ w∗ ∈ H1∗. (3.15)

Taking φ ∈ H10 and applying (3.14)-(3.15) with

ψ∗ = w∗ = φ−
1

`

∫ `
0

φ dx

we conclude that

B((0,φ, 0), (ϕ,ψ,w)) = f(0,φ, 0), ∀ φ ∈ H10 (3.16)

B((0, 0, φ), (ϕ,ψ,w)) = f(0, 0, φ), ∀ φ ∈ H10. (3.17)

In view of the definition of weak derivative, equalities (3.13), (3.16) and (3.17) imply,
respectively, that

(ϕx +ψ+ lw) ∈ H1, ψx ∈ H1 and (wx − lϕ) ∈ H1 (3.18)

with

(ϕx +ψ+ lw)x =
1

k
(ρ1f2 + lγθ− k0l(wx − lϕ)) (3.19)

ψxx =
1

b
(ρ2f4 + k(ϕx +ψ+ lw)) (3.20)

(wx − lϕ)x =
1

k0
(ρ1f6 + γθx + kl(ϕx +ψ+ lw)) (3.21)

From (3.18), we have ϕ,ψ,w ∈ H2. In addition, integrating (3.14) by parts and using
(3.20), we obtain

bψ∗(`)ψx(`) − bψ
∗(0)ψx(0) = 0, ∀ ψ∗ ∈ H1∗.

We can choose ψ∗ such that ψ∗(`) = 1 and ψ∗(0) = 0, which shows that ψx(`) = 0. On
the other hand, we can choose ψ∗ such that ψ∗(`) = 0 and ψ∗(0) = 1, which shows
that ψx(0) = 0. Therefore, ψx ∈ H10. Analogously, equations (3.15) and (3.21) imply
that wx ∈ H10. This shows existence of a solution (ϕ,ψ,w) for the system (3.19)-(3.21)
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with the desired regularity. Since any solution with this regularity satisfies (3.12), the
solution is unique.

3.2 Characterization of exponential stability

In this section we will prove that the solution of the mathematical system (1.13)-
(1.14) is exponentially stable if and only if (1.15) holds. Initially, note that the dissipative
condition (3.7) implies the following result.

Lemma 3.6. Assume thatU ∈ D(Aτ) satisfies the resolvent equation λU−AτU = F

for some nonzero λ ∈ iR and some F ∈ Hτ. Then, ητ given by (3.8) satisfies

γ

m
‖ητ‖2L2 = Re(F,U)τ ≤ ‖F‖τ‖U‖τ.

Proof. Taking the inner product of λU−AτU = F with U, we get

λ‖U‖2τ − (AτU,U)τ = (F,U)τ.

Taking the real part, the desired result follows from (3.7).

First, based in Theorem 2.18 and using the Lemma 3.6, we will prove that iR ⊂ ρ(Aτ).
For this, we will need the following result.

Lemma 3.7. (D(Aτ), ‖ · ‖D(Aτ))
c
↪→ (Hτ, ‖ · ‖τ), where ‖ · ‖D(Aτ) is the graph norm

‖U‖D(Aτ) = ‖U‖τ + ‖AτU‖τ.

Proof. In view of Remark 3.3, it is enough to show that (D(Aτ), | · |D(Aτ))
c
↪→ (Hτ, | · |τ),

where
|U|2D(Aτ) = |U|2τ + |AτU|2τ.

Suppose that τ > 0 and let Un = (ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), θ(n), q(n)) be a
sequence in D(Aτ), bounded with respect to the norm | · |D(Aτ). In view of Theorem 2.2,
it is enough to show that (Un)n∈N has a subsequence which converges in (Hτ, | · |τ).

From the boundedness of (Un)n∈N with respect to |· |D(Aτ), there exists a constant
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C > 0 such that

|Un|
2
D(Aτ) = |Un|

2
τ + |AτUn|2τ

= ‖ϕ(n)
x ‖2L2 + ‖Φ

(n)‖2L2 + ‖ψ
(n)
x ‖2L2 + ‖Ψ

(n)‖2L2 + ‖w
(n)
x ‖2L2 + ‖W

(n)
x ‖2L2

+ ‖θ(n)‖2L2 + ‖q
(n)‖L2 + ‖Φ(n)

x ‖2L2

+
1

ρ12
‖k(ϕ(n)

x +ψ(n) + lw(n))x + k0l(w
(n)
x − lϕ(n)) − lγθ‖2L2 + ‖Ψ

(n)
x ‖2L2

+
1

ρ22
‖bψ(n)

xx − k(ϕ(n)
x +ψ(n) + lw(n))‖2L2 + ‖W

(n)
x ‖2L2

+
1

ρ12
‖k0(w(n)

x − lϕ(n))x − kl(ϕ
(n)
x +ψ(n) + lw(n)) − γθ(n)x ‖2L2

+ ‖− k1q(n)
x −m(W(n)

x − lΦ(n))‖2L2 +
1

τ2
‖− δq(n) − θ(n)x ‖2L2

≤ C

for all n ∈ N. In particular, the sequences (ϕ
(n)
x )n∈N, (ϕ(n))n∈N, (ψ(n)

x )n∈N, (ψ(n))n∈N,
(w

(n)
x )n∈N, (w(n))n∈N, (θ(n))n∈N, (q(n))n∈N, (W

(n)
x )n∈N and (Φ(n))n∈N are all bounded in

L2(0, `). From this and from triangular inequality, we conclude that (θ(n)x )n∈N, (ϕ(n)
xx )n∈N,

(ψ
(n)
xx )n∈N, (w(n)

xx )n∈N and (q
(n)
x )n∈N are also bounded in L2(0, `). Therefore, (Un)n∈N is

bounded in the space

(H2 ∩H10)×H1 × (H2 ∩H1∗)×H1∗ × (H2 ∩H1∗)×H1∗ ×H1 ×H1∗

(equipped with the usual norm) which, by Corollary 2.13, is compactly embedded in

H10 × L2 ×H1∗ × L2∗ ×H1∗ × L2∗ × L2 × L2∗

(equipped with the usual norm). As the last space (with its usual norm) is (Hτ, | · |τ), we
conclude that there exists U ∈ Hτ such that

|Un −U|τ
n→∞
−→ 0 .

Theorem 3.8. iR ⊂ ρ(Aτ).

Proof. By contradiction, supposing that the inclusion iR ⊂ ρ(Aτ) is not true, there
exists λ ∈ iR such that λ ∈ σ(Aτ), with λ 6= 0 because 0 ∈ ρ(Aτ). Now, by Lemma
3.7 and Theorem 2.3, A has compact resolvent. Thus, σ(Aτ) = σp(Aτ) by Theorem
2.4. Therefore, λ is an eigenvalue of Aτ which implies the existence of U 6= 0 in D(Aτ)
satisfying

AτU = λU. (3.22)
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Note that for both cases, τ = 0 and τ > 0, the equality (3.22) is equivalent to

λϕ−Φ = 0 (3.23)

ρ1λΦ− k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = 0 (3.24)

λψ− Ψ = 0 (3.25)

ρ2λΨ− bψxx + k(ϕx +ψ+ lw) = 0

λw−W = 0 (3.26)

ρ1λW − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0 (3.27)

λθ+ k1qx +mWx −mlΦ = 0 (3.28)

τλq+ δq+ θx = 0. (3.29)

It follows from Lemma 3.6 and (3.29) that q = θx = 0 and thus qx = θ = 0. Then,
substituting into (3.28) and using (3.23) and (3.26), we conclude that

wx − lϕ =
1

λ
(Wx − lΦ) = 0. (3.30)

These results, combined with equalities (3.23)-(3.24) and (3.26)-(3.27), yields

ρ1λ
2ϕ− k(ϕx +ψ+ lw)x = 0 (3.31)

ρ1λ
2w+ kl(ϕx +ψ+ lw) = 0. (3.32)

Now, from (3.31)-(3.32) we get
lϕ+wx = 0. (3.33)

Equalities (3.30) and (3.33) imply wx = 0 and thus w = 0. Also, from (3.32)-(3.33)
we obtain ϕ = 0 and ψ = 0. Finally, using (3.23), (3.25) and (3.26), we conclude that
U = 0 which is a contradiction.

Second, in order to verify the other condition of Theorem 2.18, we need some
suitable estimates obtained from the resolvent equation

λU−AτU = F (3.34)
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which, again for both cases (τ = 0 and τ > 0), is equivalent to

λϕ−Φ = f1 (3.35)

ρ1λΦ− k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = ρ1f2 (3.36)

λψ− Ψ = f3 (3.37)

ρ2λΨ− bψxx + k(ϕx +ψ+ lw) = ρ2f4 (3.38)

λw−W = f5 (3.39)

ρ1λW − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = ρ1f6 (3.40)

λθ+ k1qx +mWx −mlΦ = f7 (3.41)

τλq+ δq+ θx = τf8. (3.42)

Such estimates will be proved in the next lemmas, where C > 0 represents a generic
constant whose value can change from line to line (or even within the same line).

Lemma 3.9. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some nonzero λ ∈
iR and some F ∈ Hτ. Then, there exists a constant C > 0 (independent of U, λ and
F) such that

‖Ψ‖2L2 ≤ C‖ψx‖L2‖U‖τ + C‖U‖τ‖F‖τ.

Proof. From (3.37) and (3.38),

‖Ψ‖2L2 =
∫ `
0

(λψ− f3)Ψ dx =
1

ρ2λ

∫ `
0

λψ(bψxx − k(ϕx +ψ+ lw) + ρ2f4) dx−

∫ `
0

f3Ψ dx

=
b

ρ2

∫ `
0

ψxψx dx+
k

ρ2

∫ `
0

ψ(ϕx +ψ+ lw) dx−

∫ `
0

ψf4 dx−

∫ `
0

f3Ψ dx,

which implies

‖Ψ‖2L2 ≤ C‖ψx‖L2‖U‖τ + C‖ψ‖L2‖U‖τ + C‖ψ‖τ‖F‖τ + C‖U‖τ‖F‖τ.

So, the desired result follows from Poincaré inequality applied to ψ.

Lemma 3.10. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some λ ∈ iR sat-
isfying |λ| ≥ 1 and some F ∈ Hτ. Then, there exists a constant C > 0 (independent
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of U, λ and F) such that

‖ψx‖2L2 ≤ C

(
1+ |λ|2

∣∣∣∣ρ1 − kρ2

b

∣∣∣∣2
)
‖Φ‖2L2 + C‖U‖τ‖F‖τ + C‖U‖τ‖ϕx +ψ+ lw‖L2

+ C‖wx − lϕ‖L2‖U‖τ + C‖θ‖L2‖U‖τ.

Proof. Multiplying (3.36) by ψx and integrating over [0, `], we obtain

k‖ψx‖2L2 = ρ1λ

∫ `
0

Φψx dx− k

∫ `
0

ϕxxψx dx︸ ︷︷ ︸
I1

− kl

∫ `
0

wxψx dx− k0l

∫ `
0

(wx − lϕ)ψx dx︸ ︷︷ ︸
I2

+ lγ

∫ `
0

θψx dx− ρ1

∫ `
0

f2ψx dx︸ ︷︷ ︸
I3

.

(3.43)

Now, in order to estimate I1, note that (using (3.38))

I1 = ρ1λ

∫ `
0

Φψx dx+
k

b

∫ `
0

ϕx(ρ2λΨ+ k(ϕx +ψ+ lw) − ρ2f4) dx

= ρ1λ

∫ `
0

Φψx dx+
kρ2λ

b

∫ `
0

ϕΨx dx+
k2

b

∫ `
0

ϕx(ϕx +ψ+ lw) dx−
kρ2

b

∫ `
0

ϕxf4 dx︸ ︷︷ ︸
I4

where, by (3.35) and (3.37),

kρ2λ

b

∫ `
0

ϕΨx dx =
kρ2

b

∫ `
0

(Φ+ f1)Ψx dx

= −
kρ2λ

b

∫ `
0

Φψx dx −
kρ2

b

∫ `
0

Φf3,x dx−
kρ2

b

∫ `
0

f1,xΨ dx︸ ︷︷ ︸
I5

.

Consequently,

I1 = λ

(
ρ1 −

kρ2

b

) ∫ `
0

Φψx dx+ I4 + I5.

On the other hand, for I2, by (3.35) we have

I2 =− kl

∫ `
0

(wx − lϕ)ψx dx− kl
2

∫ `
0

ϕψx dx− k0l

∫ `
0

(wx − lϕ)ψx dx

=−
kl2

λ

∫ `
0

Φψx dx−(k+ k0)l

∫ `
0

(wx − lϕ)ψx dx−
kl2

λ

∫ `
0

f1ψx dx.︸ ︷︷ ︸
I6
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Therefore, substituting the last two equalities for I1 and I2 into (3.43), we obtain

k‖ψx‖2L2 =
(
−
kl2

λ
+ λ

(
ρ1 −

kρ2

b

)) ∫ `
0

Φψx dx+ I3 + I4 + I5 + I6. (3.44)

Here, note that

|I3|+ |I4|+ |I5|+ |I6| ≤ C (‖θ‖L2 + ‖ϕx +ψ+ lw‖L2 + ‖wx − lϕ‖L2) ‖U‖τ

+ C

(
1+

1

|λ|

)
‖F‖τ‖U‖τ.

Finally, applying this inequality in (3.44) and recalling that |λ| ≥ 1, we get the desired
result.

Lemma 3.11. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some nonzero
λ ∈ iR and some F ∈ Hτ. Then, there exists a constant C > 0 (independent of U, λ
and F) such that∣∣∣∣k(τ− k1ρ1

k

)
‖ϕx +ψ+ lw‖2L2 +

ρ1

k

(
k

(
τ−

k1ρ1

k

)
+ χ

)
‖Φ‖2L2

∣∣∣∣
≤ C|χλ|

∫ `
0

|wxΦ| dx+ C‖F‖τ‖U‖τ + C‖W‖L2‖U‖τ + C‖U‖τ‖θ‖L2

+ C‖q‖L2‖U‖τ + C‖wx − lϕ‖2L2 + C‖θ‖
2
L2

where χ is defined in (1.15).

Proof. Multiplying (3.40) by (ϕx +ψ+ lw) and integrating over [0, `], we get

kl‖ϕx +ψ+ lw‖2L2 = ρ1
∫ `
0

f6(ϕx +ψ+ lw) dx︸ ︷︷ ︸
I1

−ρ1λ

∫ `
0

W(ϕx +ψ+ lw) dx︸ ︷︷ ︸
I2

+k0

∫ `
0

(wx − lϕ)x(ϕx +ψ+ lw) dx︸ ︷︷ ︸
I3

−γ

∫ `
0

θx(ϕx +ψ+ lw) dx.

From (3.35), (3.37) and (3.39) note that

I2 = ρ1

∫ `
0

W(Φx + Ψ+ lW) dx+ ρ1

∫ `
0

W(f1,x + f3 + lf5) dx = −ρ1λ

∫ `
0

wxΦ dx+ I4,

where

I4 = ρ1

∫ `
0

f5,xΦ dx+ ρ1

∫ `
0

WΨ dx+ ρ1l

∫ `
0

WW dx+ ρ1

∫ `
0

W(f1,x + f3 + lf5) dx.
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Also, from (3.35) and (3.36) we have

I3 =−
k0

k

∫ `
0

(wx − lϕ)(ρ1λΦ− k0l(wx − lϕ) + lγθ− ρ1f2) dx

=
k0ρ1λ

k

∫ `
0

wxΦ dx−
k0ρ1l

k

∫ `
0

|Φ|2 dx+ I5,

where

I5 = −
k0ρ1l

k

∫ `
0

f1Φ dx+
k20l

k

∫ `
0

|wx−lϕ|
2 dx−

k0lγ

k

∫ `
0

(wx−lϕ)θ dx+
k0ρ1

k

∫ `
0

(wx−lϕ)f2 dx.

The above calculations show that

kl‖ϕx +ψ+ lw‖2L2 = I1 + λ
(
k0ρ1

k
− ρ1

) ∫ `
0

wxΦ dx+ I4 −
k0ρ1l

k

∫ `
0

|Φ|2 dx

+ I5 − γ

∫ `
0

θx(ϕx +ψ+ lw) dx.

(3.45)

On the other hand, multiplying (3.41) by τγρ1
k
Φ, integrating over [0, `] and using

(3.39), we obtain

τγρ1λ

k

∫ `
0

θΦ dx+
τγρ1k1

k

∫ `
0

qxΦ dx+
τγρ1mλ

k

∫ `
0

wxΦ dx−
τγρ1ml

k

∫ `
0

|Φ|2 dx

=
τγρ1

k

∫ `
0

f7Φ dx−
τγρ1m

k

∫ `
0

f5,xΦ dx︸ ︷︷ ︸
J1

.

Also, multiplying (3.36) by τγ
k
θ and integrating over [0, `],

−
τγρ1λ

k

∫ `
0

θΦ dx+ τγ

∫ `
0

θx(ϕx +ψ+ lw) dx

= −
τlγ2

k

∫ `
0

|θ|2 dx+
τγk0l

k

∫ `
0

θ(wx − lϕ) dx+
τγρ1

k

∫ `
0

θf2︸ ︷︷ ︸
J2

,

which implies, adding the last two equalities,

τγρ1ml

k

∫ `
0

|Φ|2 dx =
τγρ1k1

k

∫ `
0

qxΦ dx+
τγρ1mλ

k

∫ `
0

wxΦ dx

+ τγ

∫ `
0

θx(ϕx +ψ+ lw) dx− J1 − J2.

(3.46)

Therefore, introducing the notation σ0 :=
(
τ− k1ρ1

k

)
and doing σ0×(3.45)+(3.46), we
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obtain

σ0kl‖ϕx +ψ+ lw‖2L2 +
ρ1l

k
(σ0k+ χ)‖Φ‖2L2 =

ρ1χ

k
λ

∫ `
0

wxΦ dx+ σ0I1 + σ0I4 + σ0I5 − J1

− J2 + (τ− σ0)γ

∫ `
0

θx(ϕx +ψ+ lw) dx

+
τγρ1k1

k

∫ `
0

qxΦ dx

where, by (3.42) and (3.35),

∫ `
0

θx(ϕx +ψ+ lw) dx = τ

∫ `
0

f8ϕx dx− τλ

∫ `
0

qϕx dx− δ

∫ `
0

qϕx dx+

∫ `
0

θx(ψ+ lw) dx

= − τ

∫ `
0

qxΦ dx+τ

∫ `
0

qf1,x dx+ τ

∫ `
0

f8ϕx dx− δ

∫ `
0

qϕx dx−

∫ `
0

θψx dx− l

∫ `
0

θwx dx︸ ︷︷ ︸
J3

,

which implies that

σ0kl‖ϕx +ψ+ lw‖2L2 +
ρ1l

k
(σ0k+ χ)‖Φ‖2L2 =

ρ1χ

k
λ

∫ `
0

wxΦ dx+ σ0I1 + σ0I4 + σ0I5

− J1 − J2 + J3

+

(
σ0 − τ+

ρ1k1

k

)
γτ

∫ `
0

qxΦ dx

(3.47)
where

|I1|+ |I4|+ |I5|+ |J1|+ |J2|+ |J3| ≤ C‖F‖τ‖U‖τ + C‖W‖L2‖U‖τ + C‖q‖L2‖U‖τ
+ C‖U‖τ‖θ‖L2 + C‖θ‖2L2 + C‖wx − lϕ‖

2
L2 .

Finally, using this estimate into (3.47) and noting that
(
σ0 − τ+

ρ1k1
k

)
= 0, the desired

result is obtained.

Lemma 3.12. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some λ ∈ iR sat-
isfying |λ| ≥ 1 and some F ∈ Hτ. Then, there exists a constant C > 0 (independent
of U, λ and F) such that

‖W‖2L2 ≤ C‖wx − lϕ‖L2‖U‖τ + C‖θ‖L2‖U‖τ + C‖θ‖
2
L2 + C‖q‖L2‖U‖τ + C‖F‖τ‖U‖τ.

Proof. Let us define

p(x) =

∫ x
0

W(y) dy, g(x) =

∫ x
0

∫y
0

θ(z) dz dy−
x

`

∫ `
0

∫y
0

θ(z) dz dy.
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Note that px = W, gxx = θ, p ∈ H10(0, `) and gx ∈ H1∗(0, `). Multiplying (3.41) by p and
integrating over [0, `] we get

m‖W‖2L2 = λ
∫ `
0

θp dx−ml

∫ `
0

Φp dx − k1

∫ `
0

qW dx−

∫ `
0

f7p dx︸ ︷︷ ︸
I1

where, from (3.40),

λ

∫ `
0

θp dx = − λ

∫ `
0

gxW dx

=

∫ `
0

gxf6 dx+
k0

ρ1

∫ `
0

θ(wx − lϕ) dx+
kl

ρ1

∫ `
0

gx(ϕx +ψ+ lw) dx−
γ

ρ1

∫ `
0

|θ|2 dx

:= I2,

and, from (3.36),

−ml

∫ `
0

Φp dx =
mlk

ρ1λ

∫ `
0

(ϕx +ψ+ lw)W dx

−
ml

λ

∫ `
0

f2p dx−
ml2k0

ρ1λ

∫ `
0

(wx − lϕ)p dx+
ml2γ

ρ1λ

∫ `
0

θp dx︸ ︷︷ ︸
I3

.

Consequently, the substitution in the first identity implies that

m‖W‖2L2 =
mlk

ρ1λ

∫ `
0

(ϕx +ψ+ lw)W dx+ I1 + I2 + I3. (3.48)

On the other hand, multiplying (3.40) by mW and integrating over [0, `] we get

m‖W‖2L2 = −
mkl

ρ1λ

∫ `
0

(ϕx +ψ+ lw)W dx+
mk0

ρ1λ

∫ `
0

(wx − lϕ)xW dx−
mγ

ρ1λ

∫ `
0

θxW dx

+
m

λ

∫ `
0

f6W dx︸ ︷︷ ︸
I4

where, from (3.39) and (3.42),

mk0

ρ1λ

∫ `
0

(wx − lϕ)xW dx = −
mk0

ρ1λ

∫ `
0

(wx − lϕ)(λw− f5)x dx

=
mk0

ρ1

∫ `
0

(wx − lϕ)wx dx+
mk0

ρ1λ

∫ `
0

(wx − lϕ)f5,x dx︸ ︷︷ ︸
I5
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and

−
mγ

ρ1λ

∫ `
0

θxW dx = −
τmγ

ρ1λ

∫ `
0

f8W dx+
τmγ

ρ1

∫ `
0

qW dx+
δmγ

ρ1λ

∫ `
0

qW dx︸ ︷︷ ︸
I6

.

This shows that

m‖W‖2L2 = −
mkl

ρ1λ

∫ `
0

(ϕx +ψ+ lw)W dx+ I4 + I5 + I6. (3.49)

Finally, note that

6∑
i=1

|Ii| ≤ C
(
‖q‖L2 +

1

|λ|
‖q‖L2 + ‖θ‖L2 + ‖wx − lϕ‖L2 + ‖gx‖L2

)
‖U‖τ

+ C‖θ‖2L2 + C
(
‖p‖L2 +

1

|λ|
‖p‖L2 + ‖gx‖L2

)
‖F‖τ

+
C

|λ|
(‖wx − lϕ‖L2 + ‖θ‖L2) ‖p‖L2 + C

(
1+

1

|λ|

)
‖U‖τ‖F‖τ.

(3.50)

Consequently, doing (3.48)+(3.49), using (3.50) and applying Poincaré inequality to p
and gx, recalling that |λ| ≥ 1, the desired result follows without difficulties.

Lemma 3.13. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some λ ∈ iR sat-
isfying |λ| ≥ 1 and some F ∈ Hτ. Then, there exists a constant C > 0 (independent
of U, λ and F) such that

‖wx − lϕ‖2L2 ≤ C‖θ‖L2‖U‖τ + C‖q‖L2‖U‖τ + C‖q‖
2
L2 + C‖F‖τ‖U‖τ.

Proof. From (3.35) and (3.39),

‖wx − lϕ‖2L2 =
∫ `
0

(wx − lϕ)(wx − lϕ) dx =
1

λ

∫ `
0

(Wx − lΦ)(wx − lϕ) dx

+
1

λ

∫ `
0

(f5,x − lf1)(wx − lϕ) dx︸ ︷︷ ︸
I1

.

Here, from (3.41) we have Wx − lΦ = 1
m
(f7 − λθ− k1qx) and thus

1

λ

∫ `
0

(Wx − lΦ)(wx − lϕ) =
1

λm

∫ `
0

f7(wx − lϕ) dx−
1

m

∫ `
0

θ(wx − lϕ) dx︸ ︷︷ ︸
I2

−
k1

λm

∫ `
0

qx(wx − lϕ) dx,
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which implies, substituting in the first equation, that

‖wx − lϕ‖2L2 = −
k1

λm

∫ `
0

qx(wx − lϕ) dx+ I1 + I2. (3.51)

Now, from (3.40), we have

−
k1

λm

∫ `
0

qx(wx − lϕ) dx

=
k1

λk0m

∫ `
0

q(ρ1λW + kl(ϕx +ψ+ lw) + γθx − ρ1f6) dx

= −
k1ρ1

k0m

∫ `
0

qW dx+
k1kl

λk0m

∫ `
0

q(ϕx +ψ+ lw) dx−
k1ρ1

λk0m

∫ `
0

qf6 dx︸ ︷︷ ︸
I3

+
k1γ

λk0m

∫ `
0

qθx dx,

where, from (3.42), the last term is estimated by

k1γ

λk0m

∫ `
0

qθx dx =
τk1γ

λk0m

∫ `
0

qf8 dx+
τk1γ

k0m

∫ `
0

|q|2 dx−
δk1γ

λk0m

∫ `
0

|q|2 dx︸ ︷︷ ︸
I4

.

So, substituting the above calculation in (3.51), we obtain

‖wx − lϕ‖2L2 = I1 + I2 + I3 + I4.

Here, it is not difficult to verify that

4∑
ii

|Ii| ≤
C

|λ|
‖F‖τ‖U‖τ + C

(
‖q‖L2 +

1

|λ|
‖q‖L2 + ‖θ‖L2

)
‖U‖τ

+
C

|λ|
‖U‖τ‖F‖τ + C‖q‖2 +

C

|λ|
‖q‖2,

which implies the desired result because |λ| ≥ 1.

Lemma 3.14. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some λ ∈ iR sat-
isfying |λ| ≥ 1 and some F ∈ Hτ. Then, there exists a constant C > 0 (independent
of U, λ and F) such that

‖θ‖2L2 ≤ C‖q‖L2‖U‖τ + C‖F‖τ‖U‖τ.
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Proof. Multiplying (3.41) by θ and integrating over [0, `],

‖θ‖2L2 =
1

λ

∫ `
0

f7θ dx︸ ︷︷ ︸
I1

+
k1

λ

∫ `
0

qθx dx+
m

λ

∫ `
0

Wθx dx︸ ︷︷ ︸
I2

+
ml

λ

∫ `
0

Φθ dx. (3.52)

Now, in order to estimate the last term of (3.52), we define

h(x) =

∫ x
0

Φ(y) dy−
1

`

∫ `
0

∫ z
0

Φ(y) dy dz.

Then, h ∈ H1∗(0, `) and hx = Φ. So, multiplying (3.42) by mlh and integrating over
(0, `), we obtain

ml

λ

∫ `
0

θΦ dx = τml

∫ `
0

qh dx+
δml

λ

∫ `
0

qh dx−
τml

λ

∫ `
0

f8h dx︸ ︷︷ ︸
I3

.

Substituting in (3.52), we get

‖θ‖2L2 = I1 + I2 + I3.

Consequently, using (3.42), we deduce that

I2 =
k1

λ

∫ `
0

q(τf8 − τλq− δq) dx+
m

λ

∫ `
0

W(τf8 − τλq− δq) dx

=
τk1

λ

∫ `
0

qf8 dx+ τk1

∫ `
0

qq dx−
δk1

λ

∫ `
0

qq dx+
τm

λ

∫ `
0

Wf8 dx+ τm

∫ `
0

Wq dx

−
δm

λ

∫ `
0

Wq dx,

which is used to prove that

‖θ‖2L2 ≤
3∑
i=1

|Ii| ≤
C

|λ|
(‖U‖τ + ‖h‖L2) ‖F‖τ + C

(
τ+

1

|λ|

)
‖q‖L2‖U‖τ

+ C

(
τ+

1

|λ|

)
‖q‖L2‖h‖L2 .

Then, the desired result follows form Poincaré inequality applied to h, and from the fact
that |λ| ≥ 1.

Now, we are ready to state and prove the main results of this section.
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Theorem 3.15 (Exponential decay). If

ρ1

ρ2
=
k

b
and

(
τ−

k1ρ1

k

)
(k0 − k) + τγm︸ ︷︷ ︸
χ

= 0, (3.53)

then the semigroup generated by Aτ is exponentially stable.

Proof. In view of Theorem 3.8, it remains to show condition (b) of Theorem 2.18. To
this purpose, taking F ∈ Hτ and λ ∈ iR satisfying |λ| ≥ 1, we define U := (λ − Aτ)−1F.
Then, U belongs to D(Aτ) and satisfies (3.35)-(3.42).

Therefore, from Lemma 3.9, for ε > 0 arbitrary, we have

ρ2‖Ψ‖2L2 ≤ Cε‖ψx‖
2
L2 + 2ε‖U‖

2
τ + Cε‖F‖2τ

and thus

(1− 2ε)‖U‖2τ ≤ ρ1‖Φ‖2L2 + ρ1‖W‖
2
L2 + Cε‖ψx‖

2
L2 + k‖ϕx +ψ+ lw‖2L2

+ k0‖wx − lϕ‖2L2 +
γ

m
‖θ‖2L2 +

γk1τ

m
‖q‖2L2 + Cε‖F‖

2
τ.

Similarly, using that ρ1
ρ2

= k
b
, Lemma 3.10 implies

Cε‖ψx‖2L2 ≤ 5ε‖U‖
2
τ + Cε‖F‖2τ + Cε‖ϕx +ψ+ lw‖2L2

+ Cε‖wx − lϕ‖2L2 + Cε‖Φ‖
2
L2 + Cε‖F‖

2
τ + Cε‖θ‖2L2

and thus

(1− 7ε)‖U‖2τ ≤ Cε‖Φ‖2L2 + ρ1‖W‖
2
L2 + Cε‖ϕx +ψ+ lw‖2L2

+ Cε‖wx − lϕ‖2L2 + Cε‖θ‖
2
L2 +

γk1τ

m
‖q‖2L2 + Cε‖F‖

2
τ.

On the other hand, note that χ = 0 implies
(
τ− k1ρ1

k

)
6= 0. Then, multiplying the

estimate of Lemma 3.11 by
∣∣τ− k1ρ1

k

∣∣−1, we obtain

Cε‖ϕx +ψ+ lw‖2L2 + Cε‖Φ‖
2
L2 ≤ Cε‖F‖

2
τ + 4ε‖U‖2τ + Cε‖W‖2L2 + Cε‖θ‖

2
L2 + Cε‖q‖

2
L2

+ Cε‖wx − lϕ‖2L2

and thus

(1− 11ε)‖U‖2τ ≤ Cε‖W‖2L2 + Cε‖wx − lϕ‖
2
L2 + Cε‖θ‖

2
L2 + Cε‖q‖

2
L2 + Cε‖F‖

2
τ.
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Proceeding in a similar way with Lemmas 3.12, 3.13, 3.14 and 3.6, we get

(1− nε)‖U‖2τ ≤ Cε‖F‖2τ

for some suitable n ∈ N. Therefore, taking ε > 0 small enough, we conclude that there
exists a constant C > 0 (independent of λ and F) such that

‖(λ−Aτ)−1F‖τ = ‖U‖τ ≤ C‖F‖τ, ∀ F ∈ Hτ, |λ| ≥ 1.

This shows condition (b) of Theorem 2.18, which concludes the proof.

Theorem 3.16 (Lack of exponential decay). The converse of Theorem 3.15 is true.
In other words: if

ρ1

ρ2
6= k

b
or

(
τ−

k1ρ1

k

)
(k0 − k) + τγm︸ ︷︷ ︸
χ

6= 0, (3.54)

then the semigroup generated by Aτ is not exponentially stable.

Proof. Assume (3.54). It is enough to show that there exist a sequence (βn) of positive
real numbers such that βn

n→∞−→ ∞ and a bounded sequence (Fn) in Hτ such that

‖(iβnI−Aτ)−1Fn‖τ
n→∞−→ ∞ (3.55)

because, in this case, condition (b) of Theorem 2.18 fails.
In order to construct such sequences, let us write cn = nπ

`
, take ν1, ν2 ∈ R (to be

fixed later) and define

Fn = (0, ν1ρ
−1
1 sin(cnx), 0, ν2ρ

−1
2 cos(cnx), 0, ..., 0).

Then (Fn) is a bounded sequence in Hτ, with

‖(iβnI−Aτ)−1Fn‖2τ = ρ1‖Φ(n)‖2L2 + ρ2‖Ψ
(n)‖2L2 + ρ1‖W

(n)‖2L2 + b‖ψ
(n)
x ‖2L2

+ k‖ϕ(n)
x +ψ(n) + lw(n)‖2L2 + k0‖w

(n)
x − lϕ(n)‖2L2

+
γ

m
‖θ(n)‖2L2 +

γk1τ

m
‖q(n)‖2L2

(3.56)

where

Un =

{
(ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), θ(n)), τ = 0

(ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), θ(n), q(n)), τ > 0
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is the unique solution in D(Aτ) of the resolvent equation

(iβn −Aτ)Un = Fn.

In order to find (Un) and (βn), let us start by rewriting the resolvent equation in its
components:

iβnϕ
(n) −Φ(n) = 0

ρ1iβnΦ
(n) − k(ϕ(n)

x +ψ(n) + lw(n))x − k0l(w
(n)
x − lϕ(n)) + lγθ(n) = ν1 sin(cnx)

iβnψ
(n) − Ψ(n) = 0

ρ2iβnΨ
(n) − bψ(n)

xx + k(ϕ(n)
x +ψ(n) + lw(n)) = ν2 cos(cnx)

iβnw
(n) −W(n) = 0

ρ1iβnW
(n) − k0(w

(n)
x − lϕ(n))x + kl(ϕ

(n)
x +ψ(n) + lw(n)) + γθ(n)x = 0

iβnθ
(n) + k1q

(n)
x +mW(n)

x −mlΦ(n) = 0

τiβnq
(n) + δq(n) + θ(n)x = 0.

Then,
Φ(n) = iβnϕ

(n), Ψ(n) = iβnψ
(n), W(n) = iβnw

(n)

which implies, substituting in the previous equations,

ρ1(iβn)
2ϕ(n) − k(ϕ(n)

x +ψ(n) + lw(n))x − k0l(w
(n)
x − lϕ(n)) + lγθ(n) = ν1 sin(cnx)

ρ2(iβn)
2ψ(n) − bψ(n)

xx + k(ϕ(n)
x +ψ(n) + lw(n)) = ν2 cos(cnx)

ρ1(iβn)
2w(n) − k0(w

(n)
x − lϕ(n))x + kl(ϕ

(n)
x +ψ(n) + lw(n)) + γθ(n)x = 0

iβnθ
(n) + k1q

(n)
x +miβnw

(n)
x −mliβnϕ

(n) = 0

τiβnq
(n) + δq(n) + θ(n)x = 0.

Here, the last system can be solved by

ϕ(n)(x) = An sin(cnx), ψ(n)(x) = Bn cos(cnx), w(n)(x) = Cn cos(cnx),

θ(n)(x) = Dn sin(cnx), q(n)(x) = En cos(cnx),

where An, Bn, ..., En depend on (βn) and will be determined in the sequel. In fact,
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substituting in the system, we conclude that the coefficients satisfy the linear system(
ρ1(iβn)

2 + kc2n + k0l
2
)
An + kcnBn + l(k+ k0)cnCn + lγDn = ν1

kcnAn +
(
ρ2(iβn)

2 + bc2n + k
)
Bn + klCn = ν2

l(k+ k0)cnAn + klBn +
(
ρ1(iβn)

2 + k0c
2
n + kl

2
)
Cn + γcnDn = 0

−mliβnAn −miβncnCn + iβnDn − k1cnEn = 0

(τiβn + δ)En + cnDn = 0

which can be written as

En = −
cn

τiβn + δ
Dn,


p
(1)
n kcn l(k+ k0)cn lγ

kcn p
(2)
n kl 0

l(k+ k0)cn kl p
(3)
n γcn

−mliβn 0 −miβncn p
(4)
n


︸ ︷︷ ︸

Mn


An

Bn

Cn

Dn

 =


ν1

ν2

0

0

 (3.57)

where
p(1)n = ρ1(iβn)

2 + kc2n + k0l
2, p(2)n = ρ2(iβn)

2 + bc2n + k,

p(3)n = ρ1(iβn)
2 + k0c

2
n + kl

2, p(4)n = iβn +
k1c

2
n

τiβn + δ
.

(3.58)

Note that, solving (3.57), the unique solution Un ∈ D(Aτ) of the resolvent equation will
be determined by

Un = (An sin(cnx), Φ
(n), Bn cos(cnx), Ψ

(n), Cn cos(cnx),W
(n), Dn sin(cnx))

if τ = 0, and

Un = (An sin(cnx), Φ
(n), Bn cos(cnx), Ψ

(n), Cn cos(cnx),W
(n), Dn sin(cnx), En cos(cnx))

if τ > 0, where

Φ(n) = iβnAn sin(cnx), Ψ(n) = iβnBn cos(cnx), W(n) = iβnCn cos(cnx).

So, for the moment, let us assume that

∆n := detMn

= p(1)n p
(2)
n p

(3)
n p

(4)
n + γm(iβn)c

2
np

(1)
n p

(2)
n − k2c2np

(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n

− 2l2(k+ k0)γm(iβn)c
2
np

(2)
n + l2γm(iβn)p

(2)
n p

(3)
n − k2γm(iβn)c

4
n

− k2l2p(1)n p
(4)
n + 2k2l2(k+ k0)c

2
np

(4)
n + 2k2l2γm(iβn)c

2
n − k

2l4γm(iβn)

(3.59)

is nonzero. Then Un takes the above specific form (in terms of sines and cosines) and
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thus, by (3.56),

‖(iβn −A)−1Fn‖2τ ≥ ρ1‖Φ(n)‖2L2 + b‖ψ
(n)
x ‖2L2

= ρ1β
2
n|An|

2

∫ `
0

| sin(cnx)|
2 dx+

bn2π2

`2
|Bn|

2

∫ `
0

| sin(cnx)|
2 dx

=
ρ1`

2
β2n|An|

2 +
bπ2

2`
n2|Bn|

2

(3.60)

where An and Bn are given by the Cramer’s formulas

An =
Ãn

∆n
and Bn =

B̃n

∆n
, (3.61)

where

Ãn = det


ν1 kcn l(k+ k0)cn lγ

ν2 p
(2)
n kl 0

0 kl p
(3)
n γcn

0 0 −miβncn p
(4)
n

 ,

B̃n = det


p
(1)
n ν1 l(k+ k0)cn lγ

kcn ν2 kl 0

l(k+ k0)cn 0 p
(3)
n γcn

−mliβn 0 −miβncn p
(4)
n .

 .
(3.62)

Consequently, in order to use formulas (3.61) let us start by proving that ∆n =

detMn 6= 0 for all sufficiently large n, which will be consequence of a specific definition
of (βn). The following remark clarifies the situation.

Remark 3.17. Assuming that βn has the form

βn =
√
µ1c2n + µ2cn + µ3 (3.63)

with µ1 > 0 and µ2, µ3 ≥ 0 and recalling that cn = nπ
`

, we conclude that p(1)n , p(2)n and
p
(3)
n are real-valued polynomials in the variable n of degree ≤ 2. In addition, it follows

that

p(4)n =
k1δc

2
n

δ2 + τ2β2n
+ iβn

(
1−

k1τc
2
n

δ2 + τ2β2n

)
, ∀ n ∈ N. (3.64)

Using these facts, we conclude that the real and imaginary parts of ∆n have the form

Re(∆n) =
k1δc

2
n

δ2 + τ2β2n︸ ︷︷ ︸
6=0

P6(n), Im(∆n) =
1

δ2 + τ2β2n︸ ︷︷ ︸
6=0

P8(n)
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where Pk(n) is a polynomial in the variable n of degree ≤ k. Therefore,

∆n = 0 ⇐⇒ Re(∆n) = 0 and Im(∆n) = 0⇐⇒ P6(n) = 0 and P8(n) = 0.

Thus, if ∆n = 0 for infinitely many values of n, then P6 and P8 are identically zero
(because every nonzero polynomial has at most a finite number of roots). But, looking
to the particular forms of P6(n) and P8(n) in each subcase below, we conclude that this
is not the case. This shows that ∆n = 0 only for a finite number of values of n, i.e.,
∆n 6= 0 for all n large enough.

Now, the specific choices of ν1, ν2 and (βn) will be done in separated cases.
We will use the notation xn = O(nk) to indicate that there exists a positive constant C
such that |xn| ≤ Cnk for all n ∈ N.

• Case 1: Fourier (τ = 0). In this case, condition (3.54) reduces to

ρ1

ρ2
6= k

b
or k0 6= k

and can be separated in three subcases.

Subcase 1.1: ρ1
ρ2

6= k
b

and k 6= k0. In this case, we define (βn) by

βn =

√
1

ρ1
(kc2n + k0l

2).

Then, remembering the definition of cn = nπ
`

, we have βn = O(n) and, by (3.58),

p(1)n = 0,

p(2)n =

(
b−

ρ2k

ρ1

)
c2n −

ρ2

ρ1
k0l

2 + k = O(n2),

p(3)n = (k0 − k)c
2
n + (k− k0)l

2 = O(n2),

p(4)n = i

√
1

ρ1
(kc2n + k0l

2) +
k1

δ
c2n = O(n2).
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So, substituting into (3.59), we conclude that

∆n = − k2c2np
(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n − 2l2(k+ k0)γm(iβn)c

2
np

(2)
n

+ l2γm(iβn)p
(2)
n p

(3)
n − k2γm(iβn)c

4
n + 2k

2l2(k+ k0)c
2
np

(4)
n + 2k2l2γm(iβn)c

2
n

− k2l4γm(iβn)

= − k2c2np
(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n +O(n5).

Now, defining ν1 = 1 and ν2 = 0 we obtain from (3.62)

Ãn = p(2)n p
(3)
n p

(4)
n + γm(iβn)c

2
np

(2)
n − k2l2p(4)n = p(2)n p

(3)
n p

(4)
n +O(n5).

Here, using that

c2n
n2

n→∞−→ π2

`2
,

p
(2)
n

n2
n→∞−→ (

b−
ρ2k

ρ1

)
π2

`2
,

p
(3)
n

n2
n→∞−→ (k0 − k)

π2

`2
,

p
(4)
n

n2
n→∞−→ k1

δ

π2

`2

we deduce that

Ãn

n6
=
p
(2)
n

n2
p
(3)
n

n2
p
(4)
n

n2
+
O(n5)

n6
n→∞−→ [(

b−
ρ2k

ρ1

)
π2

`2

] [
(k0 − k)

π2

`2

] [
k1

δ

π2

`2

]
:= L1

and, analogously,

∆n

n6
n→∞−→ −k2

[
π2

`2

] [
(k0 − k)

π2

`2

] [
k1

δ

π2

`2

]
− l2(k+ k0)

2

[
π2

`2

] [(
b−

ρ2k

ρ1

)
π2

`2

] [
k1

δ

π2

`2

]
:= L2.

Note that L1 6= 0, because
(
b− ρ2k

ρ1

)
6= 0 and (k − k0) 6= 0. Then, using Remark 3.17

and writing

An =
Ãn

∆n
=

Ãn
n6

∆n
n6

for all sufficiently large n ∈ N, we have

|An|
n→∞−→ L =


|L1|

|L2|
6= 0 if L2 6= 0

∞ if L2 = 0.

Consequently, since βn
n→∞−→ ∞, we obtain from (3.60)

‖(iβn −A)−1Fn‖2τ ≥
ρ1`

2
β2n|An|

2 n→∞−→ ∞,
which implies (3.55).
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Subcase 1.2: ρ1
ρ2

6= k
b

and k = k0. In this case we define (βn) by

βn =

√
1

ρ2
(bc2n + k). (3.65)

Then βn = O(n) and, using the equality k = k0 in (3.58), we conclude that

p(1)n =

(
k−

ρ1b

ρ2

)
c2n −

ρ1

ρ2
k+ kl2 = O(n2),

p(2)n = 0,

p(3)n = p(1)n ,

p(4)n = i

√
1

ρ2
(bc2n + k) +

k1

δ
c2n = O(n2).

Then, it follows that the determinant (3.59) is simplified to

∆n = − k2c2np
(1)
n p

(4)
n − k2γm(iβn)c

4
n − k

2l2p(1)n p
(4)
n + 4k3l2c2np

(4)
n + 2k2l2γm(iβn)c

2
n

− k2l4γm(iβn)

= − k2c2np
(1)
n p

(4)
n +O(n5).

Now, defining ν1 = 0 and ν2 = 1 we obtain

B̃n = [p(1)n ]2p(4)n + γm(iβn)c
2
np

(1)
n − 4l2k2c2np

(4)
n + l2γm(iβn)p

(1)
n − 4l2kγm(iβn)c

2
n

= [p(1)n ]2p(4)n +O(n5).

Analogously to the previous case,

c2n
n2

n→∞−→ π2

`2
,

[p
(1)
n ]2

n4
n→∞−→ (

k−
ρ1b

ρ2

)
π2

`2
,

p
(4)
n

n2
n→∞−→ k1

δ

π2

`2

and thus

B̃n

n6
=

[p
(1)
n ]2

n4
p
(4)
n

n2
+
O(n5)

n6
n→∞−→ [(

k−
ρ1b

ρ2

)
π2

`2

]2 [
k1

δ

π2

`2

]
:= L1.

Also, we have

∆n

n6
n→∞−→ −k2

[
π2

`2

] [(
k−

ρ1b

ρ2

)
π2

`2

] [
k1

δ

π2

`2

]
:= L2.

Using that
(
k− ρ1b

ρ2

)
6= 0, we conclude that L1 6= 0 and L2 6= 0. Therefore, from Remark
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3.17,

|Bn| =

∣∣∣∣∣ B̃n∆n
∣∣∣∣∣ =

∣∣∣∣∣ B̃nn6∆n
n6

∣∣∣∣∣ n→∞−→ |L1|

|L2|
6= 0

which implies (3.55), because

‖(iβn −A)−1Fn‖2τ ≥
bπ2

2`
n2|Bn|

2 n→∞−→ ∞.
Subcase 1.3: ρ1

ρ2
= k
b

and k 6= k0. Defining (βn) by

βn =

√
k

ρ1
c2n +

k
√
ρ1ρ2

cn. (3.66)

we have βn = O(n) and, using ρ1
ρ2

= k
b
, (3.58) implies that

p(1)n = −k

√
ρ1

ρ2
cn + k0l

2 = O(n),

p(2)n = −k

√
ρ2

ρ1
cn + k = O(n),

p(3)n = (k0 − k)c
2
n − k

√
ρ1

ρ2
cn + kl

2 = O(n2),

p(4)n = i

√
k

ρ1
c2n +

k
√
ρ1ρ2

cn +
k1

δ
c2n = O(n2).

Then, the determinant (3.59) can be written as

∆n = p(1)n p
(2)
n p

(3)
n p

(4)
n + γm(iβn)c

2
np

(1)
n p

(2)
n − k2c2np

(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n

− k2γm(iβn)c
4
n +O(n

4).

Here, note that

p(1)n p
(2)
n p

(3)
n p

(4)
n − k2c2np

(3)
n p

(4)
n = (p(1)n p

(2)
n − k2c2n)p

(3)
n p

(4)
n

= −k

(
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)
cnp

(3)
n p

(4)
n + kk0l

2p(3)n p
(4)
n︸ ︷︷ ︸

O(n4)
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and

γm(iβn)c
2
np

(1)
n p

(2)
n − k2γm(iβn)c

4
n = (p(1)n p

(2)
n − k2c2n)γm(iβn)c

2
n

= −k

((
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)
cn − k0l

2

)
γm(iβn)c

2
n

= O(n4),

which simplify ∆n to

∆n = −k

(
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)
cnp

(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n +O(n4).

Now, defining ν1 = 1 and ν2 = 0 we obtain

Ãn = p(2)n p
(3)
n p

(4)
n + γm(iβn)c

2
np

(2)
n − k2l2p(4)n = p(2)n p

(3)
n p

(4)
n +O(n4).

In this context,

c2n
n2

n→∞−→ π2

`2
,

p
(2)
n

n

n→∞−→ −
kπ

`

√
ρ2

ρ1
,

p
(3)
n

n2
n→∞−→ (k0 − k)

π2

`2
,

p
(4)
n

n2
n→∞−→ k1

δ

π2

`2

and thus

Ãn

n5
=
p
(2)
n

n

p
(3)
n

n2
p
(4)
n

n2
+
O(n4)

n5
n→∞−→ [

−
kπ

`

√
ρ2

ρ1

] [
(k0 − k)

π2

`2

] [
k1

δ

π2

`2

]
:= L1.

Analogously,

∆n

n5
n→∞−→ −k

(
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)[π
`

] [
(k0 − k)

π2

`2

] [
k1

δ

π2

`2

]
− l2(k+ k0)

2

[
π2

`2

] [
−
kπ

`

√
ρ2

ρ1

] [
k1

δ

π2

`2

]
:= L2.

Finally, using (k0 − k) 6= 0, we conclude that L1 6= 0. Thus, from Remark 3.17,

|An| =

∣∣∣∣∣Ãn∆n
∣∣∣∣∣ =

∣∣∣∣∣ Ãnn5∆n
n5

∣∣∣∣∣ n→∞−→ L =


|L1|

|L2|
6= 0 if L2 6= 0

∞ if L2 = 0,

which implies (3.55), because

‖(iβn −A)−1Fn‖2τ ≥
ρ1`

2
β2n|An|

2 n→∞−→ ∞.
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• Case 2: Cattaneo (τ > 0). Here, we will consider two subcases.

Subcase 2.1: ρ1
ρ2

= k
b

and χ 6= 0. In this subcase we use (βn) defined by (3.66).
Then βn = O(n) and, using ρ1

ρ2
= k

b
, from (3.58) we have

p(1)n = −k

√
ρ1

ρ2
cn + k0l

2 = O(n),

p(2)n = −k

√
ρ2

ρ1
cn + k = O(n),

p(3)n = (k0 − k)c
2
n − k

√
ρ1

ρ2
cn + kl

2 = O(n2),

p(4)n = i

√
k

ρ1
c2n +

k
√
ρ1ρ2

cn +
k1c

2
n

τi
√

k
ρ1
c2n +

k√
ρ1ρ2

cn + δ
= O(n).

It follows that the determinant (3.59) is written as

∆n = p(1)n p
(2)
n p

(3)
n p

(4)
n + γm(iβn)c

2
np

(1)
n p

(2)
n − k2c2np

(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n

− 2l2(k+ k0)γm(iβn)c
2
np

(2)
n + l2γm(iβn)p

(2)
n p

(3)
n − k2γm(iβn)c

4
n +O(n

3).

Here, note that

p(1)n p
(2)
n p

(3)
n p

(4)
n − k2c2np

(3)
n p

(4)
n = −k

(
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)
cnp

(3)
n p

(4)
n + kk0l

2p(3)n p
(4)
n︸ ︷︷ ︸

=O(n3)

and

γm(iβn)c
2
np

(1)
n p

(2)
n − k2γm(iβn)c

4
n = − k

(
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)
cnγm(iβn)c

2
n

+ kk0l
2γm(iβn)c

2
n︸ ︷︷ ︸

=O(n3)

,

which simplify ∆n to

∆n = −k

(
k0l

2

√
ρ2

ρ1
+ k

√
ρ1

ρ2

)
cn
(
p(3)n p

(4)
n + γm(iβn)c

2
n

)
− l2(k+ k0)

2c2np
(2)
n p

(4)
n

− 2l2(k+ k0)γm(iβn)c
2
np

(2)
n + l2γm(iβn)p

(2)
n p

(3)
n +O(n3).

Now, defining ν1 = 1 and ν2 = 0 we obtain

Ãn = p(2)n p
(3)
n p

(4)
n + γm(iβn)c

2
np

(2)
n − k2l2p(4)n = p(2)n

(
p(3)n p

(4)
n + γm(iβn)c

2
n

)
+O(n).
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Then, using the convergences

c2n
n2

n→∞−→ π2

`2
,

βn

n

n→∞−→ π

`

√
k

ρ1
,

p
(2)
n

n

n→∞−→ −
kπ

`

√
ρ2

ρ1
,

p
(3)
n

n2
n→∞−→ (k0 − k)

π2

`2
,

p
(4)
n

n

n→∞−→ i
π

`

√
k

ρ1

(
1−

k1ρ1

τk

)
we obtain

Ãn

n4
n→∞−→ [

−k

√
ρ2

ρ1

π

`

]([
(k0 − k)

π2

`2

][
i
π

`

√
k

ρ1

(
1−

k1ρ1

τk

)]
+ γmi

[
π

`

√
k

ρ1

][
π2

`2

])

= −ik
π4

`4

√
kρ2

ρ1τ
χ := L1.

Analogously, we can deduce that
∆n

n4
n→∞−→ L2

for some constant L2 ∈ C. Finally, using χ 6= 0, we conclude that L1 6= 0. Thus, from
Remark 3.17,

|An| =

∣∣∣∣∣Ãn∆n
∣∣∣∣∣ =

∣∣∣∣∣ Ãnn4∆n
n4

∣∣∣∣∣ n→∞−→ L =


|L1|

|L2|
6= 0 if L2 6= 0

∞ if L2 = 0,

which implies (3.55), because

‖(iβn −A)−1Fn‖2τ ≥
ρ1`

2
β2n|An|

2 n→∞−→ ∞.
Subcase 2.2: ρ1

ρ2
6= k
b
. Here we use (βn) defined by (3.65). Then βn = O(n)

and, by (3.58),

p(1)n =

(
k−

ρ1b

ρ2

)
c2n −

ρ1

ρ2
k+ k0l

2 = O(n2),

p(2)n = 0,

p(3)n =

(
k0 −

ρ1b

ρ2

)
c2n −

ρ1

ρ2
k+ kl2 = O(n2),

p(4)n = i

√
1

ρ2
(bc2n + k) +

k1c
2
n

τi
√

1
ρ2
(bc2n + k) + δ

= O(n).
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It follows that the determinant (3.59) is simplified to

∆n =− k2c2np
(3)
n p

(4)
n − k2γm(iβn)c

4
n − k

2l2p(1)n p
(4)
n + 2k2l2(k+ k0)c

2
np

(4)
n

+ 2k2l2γm(iβn)c
2
n − k

2l4γm(iβn)

= − k2c2n
(
p(3)n p

(4)
n + γm(iβn)c

2
n

)
+O(n3).

Now, defining ν1 = 0 and ν2 = 1 we obtain

B̃n = p(1)n p
(3)
n p

(4)
n + γm(iβn)c

2
np

(1)
n − l2(k+ k0)

2c2np
(4)
n + l2γm(iβn)p

(3)
n

− 2l2(k+ k0)γm(iβn)c
2
n

= p(1)n
(
p(3)n p

(4)
n + γm(iβn)c

2
n

)
+O(n3).

So, using the convergences

c2n
n2

n→∞−→ π2

`2
,

βn

n

n→∞−→ π

`

√
b

ρ2
,

p
(1)
n

n2
n→∞−→ (

k−
ρ1b

ρ2

)
π2

`2
,

p
(3)
n

n2
n→∞−→ (

k0 −
ρ1b

ρ2

)
π2

`2
,

p
(4)
n

n

n→∞−→ i
π

`

√
b

ρ2

(
1−

k1ρ2

τb

)
we deduce that

B̃n

n5
n→∞−→ L1,

where

L1 :=

[(
k−

ρ1b

ρ2

)
π2

`2

]
×

([(
k0 −

ρ1b

ρ2

)
π2

`2

] [
i
π

`

√
b

ρ2

(
1−

k1ρ2

τb

)]
+ γmi

[
π

`

√
b

ρ2

][
π2

`2

])
,

and (using ρ1
ρ2
6= k

b
)

∆n

n5
n→∞−→ −k2

[
π2

`2

]([(
k0 −

ρ1b

ρ2

)
π2

`2

][
i
π

`

√
b

ρ2

(
1−

k1ρ2

τb

)]
+ γmi

[
π

`

√
b

ρ2

][
π2

`2

])

= −
k2(

k− ρ1b
ρ2

)L1 := L2
Now, we consider two cases separately.

• L1 6= 0.
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In this case we have L2 6= 0. Then, from Remark 3.17,

Bn =
B̃n

∆n
=

B̃n
n5

∆n
n5

n→∞−→ L1

L2
= −

(
k− ρ1b

ρ2

)
k2

6= 0,

which implies (3.55), because

‖(iβn −A)−1Fn‖2τ ≥
bπ2

2`
n2|Bn|

2 n→∞−→ ∞.
• L1 = 0.

In this case, L2 = 0 and thus the previous argument does not work because we
are led to the indetermination 0

0
. So, let us apply a different argument.

From Remark 3.17 (using that Re(p(3)n p
(4)
n + γm(iβn)c

2
n) = Re(p

(4)
n )p

(3)
n ) we have

Bn =
B̃n

∆n
=

p
(1)
n

(
p
(3)
n p

(4)
n + γm(iβn)c

2
n

)
+O(n3)

−k2c2n

(
p
(3)
n p

(4)
n + γm(iβn)c2n

)
+O(n3)

=

p
(1)
n

n2
+ O(n3)

n2
(
p
(3)
n p

(4)
n +γm(iβn)c2n

)
−k2 c

2
n

n2
+ O(n3)

n2
(
p
(3)
n p

(4)
n +γm(iβn)c2n

)

for all sufficiently large n ∈ N. Then, assuming that

O(n3)

n2
(
p
(3)
n p

(4)
n + γm(iβn)c2n

) n→∞−→ 0 (3.67)

and using that ρ1
ρ2
6= k

b
, we conclude

Bn
n→∞−→

(
k− ρ1b

ρ2

)
π2

`2

−k2 π
2

`2

= −

(
k− ρ1b

ρ2

)
k2

6= 0,

which implies (3.55), because

‖(iβn −A)−1Fn‖2τ ≥
bπ2

2`
n2|Bn|

2 n→∞−→ ∞.
So, in order to obtain our result, it is sufficient to show (3.67). In fact, note that

L1 can be rewritten as

i

(
k−

ρ1b

ρ2

)
π5

`5

√
b

ρ2

((
k0 −

ρ1b

ρ2

)(
1−

k1ρ2

τb

)
+ γm

)
= L1 = 0,
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which implies (using ρ1
ρ2
6= k

b
) that(
k0 −

ρ1b

ρ2

)(
1−

k1ρ2

τb

)
+ γm = 0.

Additionally, from the last equality we can deduce that
(
k0 −

ρ1b
ρ2

)
6= 0, because γm 6=

0. Therefore

Re
(
(n2

(
p
(3)
n p

(4)
n + γm(iβn)c

2
n

))
n4

=
p
(3)
n

n2
Re
(
p(4)n
)
=
p
(3)
n

n2
δk1c

2
n

τ2β2n + δ
2

n→∞−→ [(
k0 −

ρ1b

ρ2

)
π2

`2

] [
δk1ρ2

τ2b

]
6= 0

and thus∣∣∣∣∣∣ O(n3)

n2
(
p
(3)
n p

(4)
n + γm(iβn)c2n

)
∣∣∣∣∣∣
2

=

∣∣∣O(n3)n4

∣∣∣2[
Re

(
n2

(
p
(3)
n p

(4)
n +γm(iβn)c2n

))
n4

]2
+

[
Im

(
n2

(
p
(3)
n p

(4)
n +γm(iβn)c2n

))
n4

]2

≤

∣∣∣O(n3)n4

∣∣∣2[
Re

(
n2

(
p
(3)
n p

(4)
n +γm(iβn)c2n

))
n4

]2 n→∞−→ 0[(
k0 −

ρ1b
ρ2

)
π2

`2
δk1ρ2
τ2b

]2
= 0,

which proves (3.67).

Remark 3.18. Theorems 3.15 and 3.16 show that the semigroup generated by Aτ is
exponentially stable if and only if condition (3.53) is satisfied. For the physical system,
when (1.3) holds, we have

(3.53) ⇐⇒ ρ1

ρ2
=
k

b
and

(
τ−

k1ρ1

k

)(
bρ1

ρ2
− k

)
+ τγm = 0

⇐⇒ ρ1

ρ2
=
k

b
and τ = 0.

Therefore, for the Fourier’s case (τ = 0), the semigroup associated with the physical
system is exponentially stable provided that ρ1

ρ2
= k

b
, which is an unrealistic condition

due to (1.16). And, for the Cattaneo’s case (τ > 0), the semigroup associated with the
physical system will be always non-exponentially stable.

Remark 3.19. Note that the parameter τ affect the matrix Mn only in the expression of
p
(4)
n , which plays an essential role in the calculations.
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3.3 Polynomial Stability

In the previous section it was proved that, from the realistic point of view, the
physical system is never exponentially stable, see Remark 3.18. Then, in order to
complete our results, it is interesting to establish some rates of decay for both cases,
Fourier and Cattaneo. In fact, the main result of this section is to show that the mathe-
matical system decays polynomially to zero with rates of decay which can be improved
provided that conditions of equal wave speeds are satisfied. The implications for the
physical system are discussed in Remark 3.23.

Let us start by remembering the notations of the previous sections:

χ0 = b−
kρ2

ρ1
, χ1 = k0 − k, σ0 =

(
τ− k1ρ1

k

)
, χ = χ1σ0 + τγm.

Lemma 3.20. Assume that U ∈ D(Aτ) satisfies (3.35)-(3.42) for some (nonzero)
λ ∈ iR and F ∈ Hτ. Then, there exists a constant C > 0 (independent of U, λ and
F) such that

‖ϕx +ψ+ lw‖2L2 + ‖Φ‖
2
L2 ≤ C(k0 − k)

2|λ|2‖wx − lϕ‖2L2 + Cτ|λ|
2‖q‖2L2 + C‖F‖τ‖U‖τ

+ C‖W‖L2‖U‖τ + C‖U‖τ‖θ‖L2 + C‖q‖L2‖U‖τ
+ C‖wx − lϕ‖2L2 .

Proof. As usual, we get our estimates from the resolvent system (3.35)-(3.42) and take
advantage from some estimates proved in the previous section. From (3.35) we have∫ `

0

wxΦ dx =

∫ `
0

(wx − lϕ)Φ dx+ l

∫ `
0

ϕΦ dx =

∫ `
0

(wx − lϕ)Φ dx+
l

λ

∫ `
0

f1Φ dx

+
l

λ

∫ `
0

|Φ|2 dx.

Then, substituting into (3.45) we obtain

kl‖ϕx +ψ+ lw‖2L2 = Ĩ1 +
(
k0ρ1

k
− ρ1

)
λ

∫ `
0

(wx − lϕ)Φ dx+ I4 − ρ1l

∫ `
0

|Φ|2 dx

+ I5 − γ

∫ `
0

θx(ϕx +ψ+ lw) dx.

(3.68)

where

Ĩ1 = I1 +

(
k0ρ1

k
− ρ1

)
l

∫ `
0

f1Φ dx
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with I1, I4, I5 defined in the proof of Lemma 3.11. Additionally, from (3.42) we have

γ

∫ `
0

θx(ϕx +ψ+ lw) dx = τγ

∫ `
0

f8(ϕx +ψ+ lw) dx− τγλ

∫ `
0

q(ϕx +ψ+ lw) dx

− δγ

∫ `
0

q(ϕx +ψ+ lw) dx.

Finally, substituting into (3.68),

kl‖ϕx +ψ+ lw‖2L2 = Ĩ1 +
ρ1

k
(k0 − k) λ

∫ `
0

(wx − lϕ)Φ dx+ I4 − ρ1l

∫ `
0

|Φ|2 dx

+ I5 − τγ

∫ `
0

f8(ϕx +ψ+ lw) dx+ τγλ

∫ `
0

q(ϕx +ψ+ lw) dx

+ δγ

∫ `
0

q(ϕx +ψ+ lw) dx

which implies the desired result.

Remark 3.21. In the formulation of Lemma 3.20, the dependence of τ in the second
term on the right-hand side was written (explicitly) because it will be useful in the anal-
ysis of the cases τ = 0 and τ > 0 (see the arguments after (3.69) below). In the other
lemmas of the previous section the constant C also depends on τ, but this dependence
was not specified because it has the form C = (1 + τ)K, where K does not depend on
τ, and thus there is no difference between the cases τ > 0 and τ = 0.

Theorem 3.22 (Polynomial decay). The C0-semigroup generated by Aτ is polyno-
mially stable with the following rates of decay.

• For the Fourier’s law:

1. If ρ1
ρ2
6= k

b
, there exists a constant C > 0 (independent of U0) such that

‖etAU0‖τ ≤
C

t1/16
‖U0‖D(Aτ), ∀ t ≥ 0.

2. If ρ1
ρ2

= k
b

and k 6= k0, there exists a constant C > 0 (independent of U0) such
that

‖etAU0‖τ ≤
C

t1/4
‖U0‖D(Aτ), ∀ t ≥ 0.
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• For the Cattaneo’s law:

3. If ρ1
ρ2
6= k

b
, there exists a constant C > 0 (independent of U0) such that

‖etAU0‖τ ≤
C

t1/32
‖U0‖D(Aτ), ∀ t ≥ 0.

4. If ρ1
ρ2

= k
b

and k 6= k0, there exists a constant C > 0 (independent of U0) such
that

‖etAU0‖τ ≤
C

t1/8
‖U0‖D(Aτ), ∀ t ≥ 0.

5. If ρ1
ρ2

= k
b

and k = k0, there exists a constant C > 0 (independent of U0) such
that

‖etAU0‖τ ≤
C

t1/2
‖U0‖D(Aτ), ∀ t ≥ 0.

Proof. Taking F ∈ Hτ and λ ∈ iR such that |λ| ≥ 1, the vector U := (λI−Aτ)−1F (which
is well-defined by Theorem 3.8) satisfies the resolvent equation (3.34). Then, from
Lemma 3.9,

‖Ψ‖2L2 ≤ Cε‖ψx‖
2
L2 + 2ε‖U‖

2
τ + Cε‖F‖2τ

and thus, using the expression (3.4),

(1− 2ε)‖U‖2τ ≤ ρ1‖Φ‖2L2 + ρ1‖W‖
2
L2 + Cε‖ψx‖

2
L2 + k‖ϕx +ψ+ lw‖2L2

+ k0‖wx − lϕ‖2L2 +
γ

m
‖θ‖2L2 +

γk1τ

m
‖q‖2L2 + Cε‖F‖

2
τ.

On the other hand, from Lemma 3.10,

Cε‖ψx‖2L2 ≤ Cε(1+ χ
2
0|λ|

2)‖Φ‖2L2 + 5ε‖U‖
2
τ + Cε‖F‖2τ + Cε‖ϕx +ψ+ lw‖2L2

+ Cε‖wx − lϕ‖2L2 + Cε‖θ‖
2
L2

and thus

(1− 7ε)‖U‖2τ ≤ CεCλ
(
‖Φ‖2L2 + ‖ϕx +ψ+ lw‖2L2

)
+ ρ1‖W‖2L2

+ Cε‖wx − lϕ‖2L2 + Cε‖θ‖
2
L2 +

γk1τ

m
‖q‖2L2 + Cε‖F‖

2
τ

where Cλ := 1+ χ20|λ|
2.
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Additionally, from Lemma 3.20,

CεCλ
(
‖ϕx +ψ+ lw‖2L2 + ‖Φ‖

2
L2

)
≤ CεCλ(1+ χ21|λ|2)‖wx − lϕ‖2L2 + CεCλτ|λ|

2‖q‖2L2
+ CεC

2
λ‖F‖2τ + 4ε‖U‖2τ + CεC2λ‖W‖2L2 + CεC

2
λ‖θ‖2L2

+ CεC
2
λ‖q‖2L2

and thus

(1− 11ε)‖U‖2τ ≤ CεC2λ‖W‖2L2 + CεCλ(1+ χ
2
1|λ|

2)‖wx − lϕ‖2L2 + CεC
2
λ‖θ‖2L2

+ Cε(C
2
λ + Cλτ|λ|

2)‖q‖2L2 + CεC
2
λ‖F‖2τ.

Analogously, from Lemma 3.12,

CεC
2
λ‖W‖2L2 ≤ CεC

4
λ‖wx − lϕ‖2L2 + 4ε‖U‖

2
τ + CεC

4
λ‖θ‖2L2 + CεC

2
λ‖θ‖2L2 + CεC

4
λ‖q‖2L2

+ CεC
4
λ‖F‖2τ

and thus, substituting in the previous estimate, we deduce that

(1− 15ε)‖U‖2τ ≤ CεC̃λ‖wx − lϕ‖2L2 + CεC
4
λ‖θ‖2L2 + Cε(Cλτ|λ|

2 + C4λ)‖q‖2L2 + CεC
4
λ‖F‖2τ

where C̃λ := C4λ + Cλχ
2
1|λ|

2.
Similarly, from Lemma 3.13,

CεC̃λ‖wx − lϕ‖2L2 ≤ CεC̃
2
λ‖θ‖2L2 + 3ε‖U‖

2
τ + CεC̃

2
λ‖q‖2L2 + CεC̃λ‖q‖

2
L2 + CεC̃

2
λ‖F‖2τ

and thus

(1− 18ε)‖U‖2τ ≤ CεC̃2λ‖θ‖2L2 + Cε(Cλτ|λ|
2 + C̃2λ)‖q‖2L2 + CεC̃

2
λ‖F‖2τ. (3.69)

At this point, we consider the Fourier and Cattaneo cases, separately.

• Fourier (τ = 0). In this case, estimate (3.69) reduces to

(1− 18ε)‖U‖20 ≤ CεC̃
2
λ‖θ‖2L2 + CεC̃

2
λ‖q‖2L2 + CεC̃

2
λ‖F‖20.

Now, from (3.42), we have q = − 1
δ
θx. Then, by Poincaré inequality we obtain

(1− 18ε)‖U‖20 ≤ CεC̃
2
λ‖θx‖2L2 + CεC̃

2
λ‖F‖20.
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Moreover, from Lemma 3.6,

CεC̃
2
λ‖θx‖2L2 ≤ CεC̃

4
λ‖F‖20 + ε‖U‖20

and thus

(1− 19ε)‖U‖20 ≤ CεC̃4λ‖F‖20

where

C̃4λ =
(
(1+ χ20|λ|

2)4 + (1+ χ20|λ|
2)χ21|λ|

2
)4
≤ C

(
1+ χ81|λ|

8 + χ80χ
8
1|λ|

16 + χ320 |λ|
32
)

≤

{
C|λ|32 if χ0 6= 0,

C|λ|8 if χ0 = 0 and χ1 6= 0.

Therefore, taking ε > 0 small enough, we conclude that there exists a constant C > 0
(independent of λ and F) such that

‖(λ−A0)−1F‖0 = ‖U‖0 ≤ C|λ|α‖F‖0,

where

α =

{
16 if χ0 6= 0,

4 if χ0 = 0 and χ1 6= 0.

Consequently, for the case χ0 6= 0, the condition (a) of Theorem 2.19 holds with α = 16

(and β0 = 1). Hence there are constants C, t0 > 0 such that

‖etA0A−1
0 F‖0 ≤

C

t1/16
‖F‖0, ∀ t ≥ t0, F ∈ H0.

In particular,

‖etA0U0‖0 = ‖etA0A−1
0 A0U0‖0 ≤

C

t1/16
‖A0U0‖0 ≤

C

t1/16
‖U0‖D(A0), ∀ t ≥ t0, U0 ∈ D(A0)

which implies item 1. Analogously, for the case χ0 = 0 and χ1 6= 0, there are constants
C, t0 > 0 such that

‖etA0A−1
0 F‖0 ≤

C

t1/4
‖F‖0, ∀ t ≥ t0, F ∈ H0

and thus
‖etA0U0‖0 ≤

C

t1/4
‖U0‖D(A0), ∀ t ≥ t0, U0 ∈ D(A0)

which implies item 2.
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• Cattaneo (τ > 0). From Lemma 3.14,

CεC̃
2
λ‖θ‖2L2 ≤ CεC̃

4
λ‖q‖2L2 + 2ε‖U‖

2
τ + CεC̃

4
λ‖F‖2τ

and thus, returning to (3.69),

(1− 20ε)‖U‖2τ ≤ Cε(C̃4λ + Cλτ|λ|2)‖q‖2L2 + CεC̃
4
λ‖F‖2τ.

On the other hand, from Lemma 3.6,

Cε(C̃
4
λ + Cλτ|λ|

2)‖q‖2L2 ≤ Cε(C̃
4
λ + Cλτ|λ|

2)2‖F‖2τ + ε‖U‖2τ

and thus

(1− 21ε)‖U‖2τ ≤ Cε(C̃4λ + Cλτ|λ|2)2‖F‖2τ

where

(C̃4λ + Cλτ|λ|
2)2 =

([
(1+ χ20|λ|

2)4 + (1+ χ20|λ|
2)χ21|λ|

2
]4

+ (1+ χ20|λ|
2)τ|λ|2

)2
≤ C

(
1+ τ2|λ|4 + χ40τ

2|λ|8 + χ161 |λ|
16 + χ320 χ

16
1 |λ|

48 + χ640 |λ|
64
)

≤


C|λ|64 if χ0 6= 0,

C|λ|16 if χ0 = 0 and χ1 6= 0,

C|λ|4 if χ0 = χ1 = 0.

Therefore, taking ε > 0 small enough, we conclude that there exists a constant C > 0
(independent of λ and F) such that

‖(λ−Aτ)−1F‖τ = ‖U‖τ ≤ C|λ|α‖F‖τ,

where

α =


32 if χ0 6= 0,

8 if χ0 = 0 and χ1 6= 0,

2 if χ0 = χ1 = 0.

Analogously to the previous case, we obtain items 3, 4 and 5.

Remark 3.23. In Theorem 3.22, the improvement of the polynomial rates of decay
given by items 2 and 4 are interesting only from the mathematical point of view because
those conditions cannot be fulfilled by the physical system. In fact, for the physical
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system, condition (1.3) implies that

ρ1

ρ2
=
k

b
⇐⇒ k0 = k ⇐⇒ ρ1

ρ2
=
k

b
and k0 = k.

Consequently, if ρ1
ρ2

= k
b
, then the physical system with Fourier’s law decays exponen-

tially (by Theorem 3.15), and the physical system with Cattaneo’s law decays polyno-
mially with rate of decay t−1/2 (see item 5). However, since the condition ρ1

ρ2
= k

b
is not

realistic, the best we obtained for the realistic physical system is polynomial decay with
rate t−1/16 in the Fourier case, and polynomial decay with rate t−1/32 in the Cattaneo
case. The optimality of all cases remains as an open problem.
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4 HEAT CONDUCTION ON AXIAL FORCE AND BENDING MOMENT

In this chapter we prove that system (1.18)-(1.19), with its corresponding initial
conditions, has a unique solution, which is exponentially stable if and only if condition
(1.21) holds.

4.1 Semigroup formulation and well-posedness

We start by including our problem in the context of semigroups. For this, using
the notations (2.2), we define the phase space

H = H10 × L2 ×H1∗ × L2∗ ×H1∗ × L2∗ × L2 × L2∗ × L2 × L2∗

equipped with norm

‖U‖2H = ρ1‖Φ‖2L2 + ρ2‖Ψ‖
2
L2 + ρ1‖W‖

2
L2 + b‖ψx‖

2
L2 + k‖ϕx +ψ+ lw‖2L2

+ k0‖wx − lϕ‖2L2 +
γ

m

(
‖ϑ‖2L2 + ‖θ‖

2
L2

)
+
γk1

m

(
ς‖p‖2L2 + τ‖q‖

2
L2

)
,

(4.1)

where U := (ϕ,Φ,ψ,Ψ,w,W, ϑ, p, θ, q). As usual, under the assumption that l` is not
a multiple of π, the space H is a Hilbert space and ‖ · ‖H is equivalent to the usual norm
of H (the proofs follow as in Section 3.1).

Now, we define A : D(A) ⊂ H→ H by

AU =



Φ
k
ρ1
(ϕx +ψ+ lw)x +

k0l
ρ1
(wx − lϕ) −

lγ
ρ1
θ

Ψ
b
ρ2
ψxx −

k
ρ2
(ϕx +ψ+ lw) − γ

ρ2
ϑx

W
k0
ρ1
(wx − lϕ)x −

kl
ρ1
(ϕx +ψ+ lw) − γ

ρ1
θx

−k1px −mΨx

−δ
ς
p− 1

ς
ϑx

−k1qx −m(Wx − lΦ)

− δ
τ
q− 1

τ
θx


with domain

D(A) =
{
U ∈ H | ϕ ∈ H2, Φ,ψx, wx, ϑ, θ ∈ H10, Ψ,W, p, q ∈ H1

}
.

Remark 4.1. As in the proof of Theorem 3.7, we can show that if (Un) is bounded in
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D(A), with respect to the graph norm ‖ · ‖D(A), then (Un) is bounded in the space

(H2 ∩H10)×H1 × (H2 ∩H1∗)×H1∗ × (H2 ∩H1∗)×H1∗ × [H1 ×H1∗]2,

with respect to its usual norm, which is compactly embedded in (H, | · |H) by Corollary
2.13. Therefore, (D(A), ‖ · ‖D(A)) is compactly embedded in (H, ‖ · ‖H), which implies
that all elements of σ(A) are eigenvalues of A (by Theorems 2.3 and 2.4).

Under this setting, problem (1.18)-(1.19) can be written as{
Ut = AU, t > 0

U(0) = U0
(4.2)

where U0 := (ϕ0, ϕ1, ψ0, ψ1, w0, w1, ϑ0, p0, θ0, q0) and we can prove the main result of
this section, which was already stated in [13].

Theorem 4.2 (Existence and uniqueness). The operator A is the infinitesimal gen-
erator of a C0-semigroups of contractions on H and thus, for each initial data
U0 ∈ D(A), the problem (4.2) has a unique classical solution U ∈ C1([0,∞);H),
which is given by U(t) = etAU0.

Proof. We verify the hypotheses of Theorem 2.17. The final conclusion follows from
Theorem 2.16.

• D(A) is dense in H.

We have

H = Y1 × Y2 × Y3 × Y4 × Y5 × Y6 × Y7 × Y8 × Y9 × Y10, (4.3)

D(A) = S1 × S2 × S3 × S4 × S5 × S6 × S7 × S8 × S9 × S10 (4.4)

and
|(y1, y2, ..., y10)|

2
H = ‖y1‖2Y1 + ‖y2‖

2
Y2
+ · · ·+ ‖y8‖2Y10 , (4.5)

where

Si =



H2 ∩H10, if i = 1

H10, if i = 2, 7, 9

{u ∈ H1∗ | ux ∈ H10}, if i = 3, 5

H1∗, if i = 4, 6, 8, 10
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and

Yi =



H10, if i = 1

L2, if i = 2, 7, 9

H1∗, if i = 3, 5

L2∗, if i = 4, 6, 8, 10.

Due to the inclusion of C∞
0 (0, `) in H2(0, `) ∩ H10(0, `) and the density of C∞

0 (0, `) in
L2(0, `), we show (as in the proof of Theorem 3.4) that Si is a dense subspace of
(Yi, ‖ · ‖Yi), which implies the density of D(A) in H by (4.3)-(4.5).

• A is dissipative.

A straightforward computation shows that

R(AU,U)H = −
γδk1

m
(‖p‖2L2 + ‖q‖

2
L2), ∀ U ∈ D(A) (4.6)

and this proves the dissipativity of A.

• 0 ∈ ρ(A).

Suppose that 0 /∈ ρ(A). Then, by Remark 4.1, 0 in an eigenvalue of A. Therefore, there
exist U 6= 0 in D(A) satisfying the equation AU = 0, which in terms of its components
can be written as

Φ = 0 (4.7)

k(ϕx +ψ+ lw)x + k0l(wx − lϕ) − lγθ = 0 (4.8)

Ψ = 0 (4.9)

bψxx − k(ϕx +ψ+ lw) − γϑx = 0 (4.10)

W = 0 (4.11)

k0(wx − lϕ)x − kl(ϕx +ψ+ lw) − γθx = 0 (4.12)

−k1px −mΨx = 0 (4.13)

−δp− ϑx = 0 (4.14)

−k1qx −m(Wx − lΦ) = 0 (4.15)

−δq− θx = 0. (4.16)

From (4.7), (4.9) and (4.11), it follows that Φ = Ψ =W = 0. Substituting this into (4.13)
and (4.15), it follows that px = qx = 0. Since p, q ∈ H1∗, we conclude that p = q = 0.
Substituting this into (4.14) and (4.16), it follows that ϑx = θx = 0. Since ϑ, θ ∈ H10, we
conclude that ϑ = θ = 0. Substituting this into (4.8), (4.10) and (4.12), it follows that
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(ϕ,ψ,w) satisfies

B((ϕ∗, ψ∗, w∗), (ϕ,ψ,w)) = 0, ∀ (ϕ∗, ψ∗, w∗) ∈ H10 ×H1∗ ×H1∗ (4.17)

where B is defined by

B((ϕ∗, ψ∗, w∗), (ϕ,ψ,w)) = k

∫ `
0

(ϕ∗x +ψ
∗ + lw∗)(ϕx +ψ+ lw) dx

+ k0

∫ `
0

(w∗x − lϕ
∗)(wx − lϕ) dx+ b

∫ `
0

ψ∗xψx dx.

Since B is a continuous coercive sesquilinear form on H10 × H1∗ × H1∗, it follows from
Theorem 2.5 that (4.17) has a unique solution and thus ψ = ψ = w = 0. This shows
that U = 0, which is a contradiction. Therefore, 0 ∈ ρ(A).

4.2 Characterization of exponential stability

In this section, we prove that condition (1.21) is sufficient and necessary for ex-
ponential stability of the semigroup generated by A. We start by proving some lemmas
about a sequence (βn)n∈N of real numbers and a sequence

Un := (ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), ϑ(n), p(n), θ(n), q(n)) ∈ D(A)

such that

βn
n→∞−→ ∞, (Un)n∈N is bounded in H and ‖(iβn − A)Un‖H

n→∞−→ 0. (4.18)

Before to formulate the lemmas we observe that, using the equivalence between the
norm ‖ · ‖H given by (4.1) and the usual norm

|U|2H := ‖ϕ‖2H1 + ‖Φ‖
2
L2 + ‖ψ‖

2
H1 + ‖Ψ‖

2
L2 + ‖w‖

2
H1 + ‖W‖

2
L2 + ‖ϑ‖

2
L2 + ‖p‖

2
L2

+ ‖θ‖2L2 + ‖q‖
2
L2 ,

(4.19)



77

it follows from (4.18) that

iβnϕ
(n) −Φ(n) n→∞−→ 0 (4.20)

iβnϕ
(n)
x −Φ(n)

x

n→∞−→ 0 (4.21)

ρ1iβnΦ
(n) − k(ϕ(n)

x +ψ(n) + lw(n))x − k0l(w
(n)
x − lϕ(n)) + lγθ(n)

n→∞−→ 0 (4.22)

iβnψ
(n) − Ψ(n) n→∞−→ 0 (4.23)

iβnψ
(n)
x − Ψ(n)

x

n→∞−→ 0 (4.24)

ρ2iβnΨ
(n) − bψ(n)

xx + k(ϕ(n)
x +ψ(n) + lw(n)) + γϑ(n)x

n→∞−→ 0 (4.25)

iβnw
(n) −W(n) n→∞−→ 0 (4.26)

iβnw
(n)
x −W(n)

x

n→∞−→ 0 (4.27)

ρ1iβnW
(n) − k0(w

(n)
x − lϕ(n))x + kl(ϕ

(n)
x +ψ(n) + lw(n)) + γθ(n)x

n→∞−→ 0 (4.28)

iβnϑ
(n) + k1p

(n)
x +mΨ(n)

x

n→∞−→ 0 (4.29)

ςiβnp
(n) + δp(n) + ϑ(n)x

n→∞−→ 0 (4.30)

iβnθ
(n) + k1q

(n)
x +m(W(n)

x − lΦ(n))
n→∞−→ 0 (4.31)

τiβnq
(n) + δq(n) + θ(n)x

n→∞−→ 0 (4.32)

with all convergences in the sense of L2(0, `).

Lemma 4.3. Assume (4.18). Then, the following sequences are bounded in L2(0, `):

(a) (Φ(n))n∈N, (Ψ(n))n∈N, (W(n))n∈N, (ψ(n)
x )n∈N, (ϕ(n)

x +ψ(n) + lw(n))n∈N,

(w
(n)
x − lϕ(n))n∈N, (ϑ(n))n∈N, (θ(n))n∈N, (q(n))n∈N, (p(n))n∈N.

(b) (ϕ
(n)
x )n∈N, (w(n)

x )n∈N.

(c)
(
Φ

(n)
x

iβn

)
n∈N

,
(
Ψ
(n)
x

iβn

)
n∈N

,
(
W

(n)
x

iβn

)
n∈N

.

(d)
(
ψ

(n)
xx

iβn

)
n∈N

,
(

(w
(n)
x −lϕ(n))x

iβn

)
n∈N

.

Proof. Since (Un)n∈N is bounded in H, it follows from (4.1) that the following sequences
are bounded in L2(0, `):

(Φ(n))n∈N, (Ψ(n))n∈N, (W(n))n∈N, (ψ(n)
x )n∈N, (ϕ(n)

x +ψ(n) + lw(n))n∈N,

(w(n)
x − lϕ(n))n∈N, (ϑ(n))n∈N, (θ(n))n∈N, (p(n))n∈N, (q(n))n∈N.
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Then, the sequences of (a) are bounded in L2(0, `). The boundedness of the se-
quences in (b) are a direct consequence of the equivalence of the norms (4.1) and
(4.19). For (c), note that all sequences in (4.20)–(4.32) are bounded in L2(0, `). In par-
ticular, multiplying by the bounded sequence

(
1

iβn

)
n∈N

, the following sequences are
also bounded: (

Φ
(n)
x

iβn

)
n∈N

= (ϕ(n)
x )n∈N −

(
ϕ(n)
x − Φ

(n)
x

iβn

)
n∈N

,(
Ψ
(n)
x

iβn

)
n∈N

= (ψ(n)
x ) −

(
ψ(n)
x − Ψ

(n)
x

iβn

)
n∈N

,(
W

(n)
x

iβn

)
n∈N

= (w(n)
x ) −

(
w(n)
x − W

(n)
x

iβn

)
n∈N

,

which proves (c). Additionally, we have the boundedness of the following sequences:(
bψ

(n)
xx

iβn
− γϑ

(n)
x

iβn

)
n∈N

=
(
ρ2Ψ

(n) + k (ϕ
(n)
x +ψ(n)+lw(n))

iβn

)
n∈N

−
(
ρ2Ψ

(n) − bψ
(n)
xx

iβn
+ k (ϕ

(n)
x +ψ(n)+lw(n))

iβn
+ γϑ

(n)
x

iβn

)
n∈N

,(
k0

(w
(n)
x −lϕ(n))x

iβn
− γθ

(n)
x

iβn

)
n∈N

=
(
ρ1W

(n) + kl (ϕ
(n)
x +ψ(n)+lw(n))

iβn

)
n∈N

−
(
ρ1W

(n) − k0
(w

(n)
x −lϕ(n))x

iβn
+ kl (ϕ

(n)
x +ψ(n)+lw(n))

iβn
+ γθ

(n)
x

iβn

)
n∈N

,(
ϑ
(n)
x

iβn

)
n∈N

=
(

ςp(n) + δp
(n)

iβn
+ ϑ

(n)
x

iβn

)
n∈N

−
(

ςp(n) + δp
(n)

iβn

)
n∈N

,(
θ
(n)
x

iβn

)
n∈N

=
(
τq(n) + δq

(n)

iβn
+ θ

(n)
x

iβn

)
n∈N

−
(
τq(n) + δq

(n)

iβn

)
n∈N

.

Then, the following sequences are also bounded in L2(0, `):(
ψ

(n)
xx

iβn

)
n∈N

= 1
b

(
bψ

(n)
xx

iβn
− γϑ

(n)
x

iβn

)
n∈N

+ γ
b

(
ϑ
(n)
x

iβn

)
n∈N

,(
(w

(n)
x −lϕ(n))x

iβn

)
n∈N

= 1
k0

(
k0

(w
(n)
x −lϕ(n))x

iβn
− γθ

(n)
x

iβn

)
n∈N

+ γ
k0

(
θ
(n)
x

iβn

)
n∈N

,

which completes the proof of (d).

Lemma 4.4. Assume (4.18). Then, q(n) n→∞−→ 0 and p(n) n→∞−→ 0.

Proof. Let us write Gn := iβnUn − AUn. Then, multiplying by U,

iβn‖Un‖2H − (AUn, Un)H = (Gn, Un)H.

Now, taking the real part and recalling (4.18) together with equation (4.6), we conclude
that

‖q(n)‖2L2 + ‖p
(n)‖2L2 ≤

m

γδk1
‖Gn‖H‖Un‖H =

m

γδk1
‖iβnUn − AUn‖H‖U‖H

n→∞−→ 0
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which proves the result.

Lemma 4.5. Assume (4.18). Then,

(a)
1

iβn
(W(n)

x , θ
(n))L2

n→∞−→ 0,
1

iβn
(q(n), θ(n)x )L2

n→∞−→ 0.

(b)
1

iβn
(Ψ(n)

x , ϑ
(n))L2

n→∞−→ 0,
1

iβn
(p(n), ϑ(n)x )L2

n→∞−→ 0.

Proof. From (4.32) and Lemma 4.4 we deduce that 1
iβn
θ(n)x

n→∞−→ 0. Then, multiplying by
W(n) and q(n) in L2(0, `), we obtain (a). Analogously, using equation (4.30) and Lemma
4.4 we have 1

iβn
ϑ
(n)
x

n→∞−→ 0. Then, multiplying by Ψ(n) and p(n) in L2(0, `), we deduce
(b).

Lemma 4.6. Assume (4.18). Then, θ(n) n→∞−→ 0 and ϑ(n) n→∞−→ 0.

Proof. From (4.31) we have

θ(n) +
k1

iβn
q(n)
x +

m

iβn
W(n)
x

n→∞−→ 0.

Then, multiplying by θ(n) in L2(0, `),

‖θ(n)‖2L2 −
k1

iβn
(q(n), θ(n)x )L2 +

m

iβn
(W(n)

x , θ
(n))L2

n→∞−→ 0,

which implies, using Lemma 4.5, that θ(n) n→∞−→ 0. Analogously, from (4.29) we have

ϑ(n) +
k1

iβn
p(n)x +

m

iβn
Ψ(n)
x

n→∞−→ 0.

Then, multiplying by ϑ(n) in L2(0, `) we obtain

‖ϑ(n)‖2L2 −
k1

iβn
(p(n), ϑ(n)x )L2 +

m

iβn
(Ψ(n)

x , ϑ
(n))L2

n→∞−→ 0,

which implies, using Lemma 4.5, that ϑ(n) n→∞−→ 0.

Lemma 4.7. Assume (4.18). Then, w(n)
x − lϕ(n) n→∞−→ 0 and ψ(n)

x
n→∞−→ 0.
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Proof. From (4.31), we deduce that

θ(n) +
k1

iβn
q(n)
x +

m

iβn
(W(n)

x − lΦ(n))
n→∞−→ 0.

On the other hand, from (4.20) and (4.27) we can obtain

iβn(w
(n)
x − lϕ(n)) − (W(n)

x − lΦ(n))
n→∞−→ 0. (4.33)

Then, multiplying (4.33) by m
iβn

and adding to the first convergence, we obtain

θ(n) +
k1

iβn
q(n)
x +m(w(n)

x − lϕ(n))L2
n→∞−→ 0.

Finally, multiplying by the bounded sequence (w
(n)
x − lϕ(n)) in L2(0, `) we deduce that

(θ(n), w(n)
x − lϕ(n))L2 + k1

(
q(n), (w

(n)
x −lϕ(n))x

iβn

)
L2
+m‖w(n)

x − lϕ(n)‖2L2
n→∞−→ 0.

Note that the first term goes to zero by Lemma 4.6, and the second also goes to zero
by Lemmas 4.3 and 4.4. This implies that w(n)

x − lϕ(n) n→∞−→ 0. Analogously, from (4.29),

ϑ(n) +
k1

iβn
p(n)x +

m

iβn
Ψ(n)
x

n→∞−→ 0.

From (4.24), multiplying by m
iβn

, we have

mψ(n)
x −

m

iβn
Ψ(n)
x

n→∞−→ 0. (4.34)

Then, adding the last convergences, we obtain

ϑ(n) +
k1

iβn
p(n)x +mψ(n)

x

n→∞−→ 0,

which implies, multiplying by ψ(n)
x in L2(0, `), that

(ϑ(n), ψ(n)
x )L2 + k1

(
p(n), ψ

(n)
xx

iβn

)
L2
+m‖ψ(n)

x ‖2L2
n→∞−→ 0.

Again, the first term goes to zero by Lemma 4.6 and the second by Lemmas 4.3 and
4.4. This implies that ψ(n)

x
n→∞−→ 0.

Lemma 4.8. Assume (4.18). Then, W(n) n→∞−→ 0 and Ψ(n) n→∞−→ 0.

Proof. Multiplying (4.28) by 1
iβn

, which goes to zero, and using the boundedness of



81

(ϕx +ψ+ lw), which comes from Lemma 4.3, we deduce

W(n) −
k0

ρ1iβn
(w(n)

x − lϕ(n))x +
γ

ρ1iβn
θ(n)x

n→∞−→ 0.

Then, multiplying by W(n) in L2(0, `),

‖W(n)‖2L2 −
k0

ρ1

(
w(n)
x − lϕ(n), W

(n)
x

iβn

)
L2
+

γ

ρ1iβn
(θ(n)x ,W

(n))L2
n→∞−→ 0.

Note that the second term goes to zero by Lemmas 4.3 and 4.7. Also, the last term
goes to zero by Lemmas 4.3 and 4.5. These convergences imply the convergence
W(n) n→∞−→ 0. Analogously, multiplying (4.25) by 1

iβn
and using the boundedness of

(ϕx +ψ+ lw) again, we obtain

Ψ(n) −
b

ρ2iβn
ψ(n)
xx +

γ

ρ2iβn
ϑ(n)x

n→∞−→ 0,

which implies, multiplying by Ψ(n) in L2(0, `),

‖Ψ(n)‖2L2 −
b

ρ2

(
ψ(n)
x ,

Ψx
iβn

)
L2
+

γ

ρ2iβn
(ϑ(n)x , Ψ)L2

n→∞−→ 0.

Again, the second term goes to zero by Lemmas 4.3 and 4.7. Also, the last term goes
to zero by Lemmas 4.3 and 4.5. This implies the convergence Ψ(n) n→∞−→ 0.

Lemma 4.9. Assume (4.18). Then,

(a) τ(q(n), Φ
(n)
x )L2 − (θ

(n)
x , ϕ

(n)
x )L2

n→∞−→ 0.

(b) ς(p(n), Φ
(n)
x )L2 − (ϑ

(n)
x , ϕ

(n)
x )L2

n→∞−→ 0.

Proof. From Lemmas 4.3 and 4.6,

(θ(n)x , ψ
(n) + lw(n))L2 = −(θ(n), ψ(n)

x )L2 − l(θ
(n), w(n)

x )L2
n→∞−→ 0, (4.35)

which implies, multiplying (4.32) by the sequence (ϕ
(n)
x + ψ(n) + lw(n)), bounded in

L2(0, `), and using Lemma 4.4, that

τiβn(q
(n), ϕ(n)

x +ψ(n) + lw(n))L2 + (θ(n)x , ϕ
(n)
x )L2

n→∞−→ 0. (4.36)

On the other hand, from (4.21), (4.23) and (4.26) we obtain

iβn(ϕ
(n)
x +ψ(n) + lw(n)) − (Φ(n)

x + Ψ(n) + lW(n))
n→∞−→ 0, (4.37)
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which implies, multiplying by q(n) in L2(0, `) and using Lemmas 4.3 and 4.4,

−iβn(q
(n), ϕ(n)

x +ψ(n) + lw(n))L2 − (q(n), Φ(n)
x )L2

n→∞−→ 0.

Finally, multiplying by τ and adding to (4.36) we get the convergence (a). Analogously,
from Lemmas 4.3 and 4.6,

(ϑ(n)x , ψ
(n) + lw(n))L2 = −(ϑ(n), ψ(n)

x )L2 − l(ϑ
(n), w(n)

x )L2
n→∞−→ 0, (4.38)

which implies, multiplying (4.30) by (ϕ
(n)
x +ψ(n) + lw(n)) in L2(0, `), that

ςiβn(p
(n), ϕ(n)

x +ψ(n) + lw(n))L2 + (ϑ(n)x , ϕ
(n)
x )L2

n→∞−→ 0. (4.39)

Moreover, multiplying (4.37) by p(n) in L2(0, `) and using Lemmas 4.3 and 4.4,

−iβn(p
(n), ϕ(n)

x +ψ(n) + lw(n))L2 − (p(n), Φ(n)
x )L2

n→∞−→ 0.

Then, multiplying by ς and adding to (4.39) we obtain the convergence (b).

Lemma 4.10. Assume (4.18) and condition (1.21). Then,

ϕ(n)
x +ψ(n) + lw(n) n→∞−→ 0 and Φ(n) n→∞−→ 0.

Proof. Note that condition (1.21) is equivalent to(
ς −

k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm︸ ︷︷ ︸

:=ξ

= 0 or
(
τ−

k1ρ1

k

)
(k0 − k) + τγm︸ ︷︷ ︸
:=χ

= 0. (4.40)

First, let us assume that χ = 0. Then, multiplying (4.28) by (ϕ
(n)
x + ψ(n) + lw(n)) in

L2(0, `) and using (4.35),

ρ1iβn(W
(n), ϕ(n)

x +ψ(n) + lw(n))L2 + k0(w
(n)
x − lϕ(n), (ϕ(n)

x +ψ(n) + lw(n))x)L2

+kl‖ϕ(n)
x +ψ(n) + lw(n)‖L2 + γ(θ(n)x , ϕ(n)

x )L2
n→∞−→ 0.

(4.41)
Moreover, multiplying (4.37) by W(n) in L2(0, `) and using Lemma 4.8, we deduce

−iβn(W
(n), ϕ(n)

x +ψ(n) + lw(n))L2 − (W(n), Φ(n)
x )L2

n→∞−→ 0.
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Then, multiplying by ρ1 and adding to (4.41),

−ρ1(W
(n), Φ(n)

x )L2 + k0(w
(n)
x − lϕ(n), (ϕ(n)

x +ψ(n) + lw(n))x)L2

+kl‖ϕ(n)
x +ψ(n) + lw(n)‖L2 + γ(θ(n)x , ϕ(n)

x )L2
n→∞−→ 0.

(4.42)

On the other hand, from (4.22), Lemmas 4.6 and 4.7, we deduce that

ρ1iβnΦ
(n) − k(ϕ(n)

x +ψ(n) + lw(n))x
n→∞−→ 0, (4.43)

which implies, multiplying by w(n)
x − lϕ(n) in L2(0, `), that

−ρ1iβn(w
(n)
x − lϕ(n), Φ(n))L2 − k(w

(n)
x − lϕ(n), (ϕ(n)

x +ψ(n) + lw(n))x)L2
n→∞−→ 0.

Also, multiplying (4.33) by ρ1Φ(n) in L2(0, `),

ρ1iβn(w
(n)
x − lϕ(n), Φ(n))L2 − ρ1(W

(n)
x − lΦ(n), Φ(n))L2

n→∞−→ 0,

which implies, adding the last two convergences, that

ρ1(W
(n), Φ(n)

x )L2 + ρ1l‖Φ(n)‖2L2 − k(w
(n)
x − lϕ(n), (ϕ(n)

x +ψ(n) + lw(n))x)L2
n→∞−→ 0.

Multiplying the last expression by k0
k

, adding to γ×(a), where (a) is the first convergence
of Lemma 4.9, and finally adding to (4.42), we obtain

ρ1

(
k0

k
− 1

)
(W(n), Φ(n)

x )L2 + kl‖ϕ(n)
x +ψ(n) + lw(n)‖L2 +

k0ρ1l

k
‖Φ(n)‖2L2

+γτ(q(n), Φ(n)
x )L2

n→∞−→ 0.

(4.44)

On the other hand, multiplying (4.31) by Φ(n) in L2(0, `),

iβn(θ
(n), Φ(n))L2 − k1(q

(n), Φ(n)
x )L2 −m(W(n), Φ(n)

x )L2 −ml‖Φ(n)‖2L2
n→∞−→ 0. (4.45)

Also, multiplying (4.43) by θ(n) in L2(0, `) and using (4.35), we obtain

−ρ1iβn(θ
(n), Φ(n))L2 + k(θ

(n)
x , ϕ

(n)
x )L2

n→∞−→ 0.

Then, doing k×(a), with (a) of Lemma 4.9, and adding to the last expression, we de-
duce that

− ρ1iβn(θ
(n), Φ(n))L2 + τk(q

(n), Φ(n)
x )L2

n→∞−→ 0. (4.46)
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Now, in order to apply the same strategy of [8], let us define

σ1 :=

(
1−

k1ρ1

τk

)
6= 0, because χ = 0.

In addition, χ = 0 implies
ρ1

kσ1
χ = 0, that is,

ρ1

(
k0

k
− 1

)
+
ρ1γm

kσ1
= 0. (4.47)

Multiplying (4.45) by −ρ1γ
kσ1

, we have

−
ρ1γ

kσ1
iβn(θ

(n), Φ(n))L2+
ρ1γk1

kσ1
(q(n), Φ(n)

x )L2+
ρ1γm

kσ1
(W(n), Φ(n)

x )L2+
ρ1γml

kσ1
‖Φ(n)‖2L2

n→∞−→ 0.

Multiplying (4.46) by − γ
kσ1

and adding to the last expression,(
ρ1γk1

kσ1
−
τγ

σ1

)
(q(n), Φ(n)

x )L2 +
ρ1γm

kσ1
(W(n), Φ(n)

x )L2 +
ρ1γml

kσ1
‖Φ(n)‖2L2

n→∞−→ 0,

which, added to (4.44) and using (4.47), yields

kl‖ϕ(n)
x +ψ(n) + lw(n)‖L2 +

(
ρ1γml

kσ1
+
k0ρ1l

k

)
‖Φ(n)‖2L2

+

(
ρ1γk1

kσ1
−
τγ

σ1
+ γτ

)
(q(n), Φ(n)

x )L2
n→∞−→ 0

which implies the desired result because, again by (4.47),(
ρ1γml

kσ1
+
k0ρ1l

k

)
= lρ1 > 0

and (
ρ1γk1

kσ1
−
τγ

σ1
+ γτ

)
=

γ

kσ1
(ρ1k1 − kτ+ kσ1τ) = 0.

Second, let us assume that ξ = 0. Then, multiplying (4.25) by (ϕ
(n)
x +ψ(n)+lw(n))

in L2(0, `) and using (4.38),

ρ2iβn(Ψ
(n), ϕ(n)

x +ψ(n) + lw(n))L2 + b(ψ
(n)
x , (ϕ

(n)
x +ψ(n) + lw(n))x)L2

+k‖ϕ(n)
x +ψ(n) + lw(n)‖2L2 + γ(ϑ

(n)
x , ϕ

(n)
x )L2

n→∞−→ 0.
(4.48)

Multiplying (4.37) by Ψ(n) in L2(0, `) and using Lemma 4.8,

−iβn(Ψ
(n), ϕ(n)

x +ψ(n) + lw(n))L2 − (Ψ(n), Φ(n)
x )L2

n→∞−→ 0,
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which, multiplied by ρ2 and added to (4.48), implies

−ρ2(Ψ
(n), Φ(n)

x )L2 + b(ψ
(n)
x , (ϕ

(n)
x +ψ(n) + lw(n))x)L2

+k‖ϕ(n)
x +ψ(n) + lw(n)‖L2 + γ(ϑ(n)x , ϕ(n)

x )L2
n→∞−→ 0.

(4.49)

Also, multiplying (4.43) by ψ(n)
x in L2(0, `), we have

−ρ1iβn(ψ
(n)
x , Φ

(n))L2 − k(ψ
(n)
x , (ϕ

(n)
x +ψ(n) + lw(n))x)L2

n→∞−→ 0.

Multiplying (4.34) by ρ1Φ(n) in L2(0, `)

ρ1iβn(ψ
(n)
x , Φ

(n))L2 − ρ1(Ψ
(n)
x , Φ

(n))L2
n→∞−→ 0.

Then, adding the last two convergences, we obtain

−ρ1(Ψ
(n)
x , Φ

(n))L2 − k(ψ
(n)
x , (ϕ

(n)
x +ψ(n) + lw(n))x)L2

n→∞−→ 0,

which, multiplied by b
k
, added to γ×(b), where (b) is the second convergence of Lemma

4.9, and finally added to (4.49), implies that

(
ρ1b
k

− ρ2
)
(Ψ(n), Φ(n)

x )L2 + k‖ϕ(n)
x +ψ(n) + lw(n)‖L2 + γς(p(n), Φ(n)

x )L2
n→∞−→ 0. (4.50)

On the other hand, multiplying (4.29) by Φ(n) in L2(0, `),

iβn(ϑ
(n), Φ(n))L2 − k1(p

(n), Φ(n)
x )L2 −m(Ψ(n), Φ(n)

x )L2
n→∞−→ 0. (4.51)

Multiplying (4.43) by ϑ(n) in L2(0, `) and using (4.38),

−ρ1iβn(ϑ
(n), Φ(n))L2 + k(ϑ

(n)
x , ϕ

(n)
x )L2

n→∞−→ 0,

which, added to k× (b), with (b) of Lemma 4.9, implies

− ρ1iβn(ϑ
(n), Φ(n))L2 + ςk(p(n), Φ(n)

x )L2
n→∞−→ 0. (4.52)

As before, let us define

σ2 :=

(
1−

k1ρ1

ςk

)
6= 0, because ξ = 0.

In addition, ξ = 0 implies
ρ1

kσ2
ξ = 0, that is,

(
ρ1b

k
− ρ2

)
+
ρ1γm

kσ2
= 0. (4.53)
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Multiplying (4.51) by −
ρ1γ

kσ2
, we have

−
ρ1γ

kσ2
iβn(ϑ

(n), Φ(n))L2 +
ρ1γk1

kσ2
(p(n), Φ(n)

x )L2 +
ρ1γm

kσ2
(Ψ(n), Φ(n)

x )L2
n→∞−→ 0.

Multiplying (4.52) by −
γ

kσ2
and adding to the last expression,

(
ρ1γk1

kσ2
−

ςγ

σ2

)
(p(n), Φ(n)

x )L2 +
ρ1γm

kσ2
(Ψ(n), Φ(n)

x )L2
n→∞−→ 0,

which, added to (4.50) and using (4.53), implies

k‖ϕ(n)
x +ψ(n) + lw(n)‖L2 +

(
ρ1γk1

kσ2
−

ςγ

σ2
+ γς

)
(p(n), Φ(n)

x )L2
n→∞−→ 0,

which yields the first desired convergence because(
ρ1γk1

kσ2
−

ςγ

σ2
+ γς

)
=

γ

kσ2
(ρ1k1 − kς + kσ2ς) = 0.

Then, multiplying (4.22) by 1
iβn
Φ(n) in L2(0, `), applying integration by parts and using

the previous lemmas, we obtain the second desired convergence.

Now, we are ready to prove the main results of this section.

Theorem 4.11 (Exponential decay). Suppose that condition (1.21) is true, that is,[(
ς −

k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm︸ ︷︷ ︸

ξ

][(
τ−

k1ρ1

k

)
(k0 − k) + τγm︸ ︷︷ ︸
χ

]
= 0. (4.54)

Then, the semigroup generated by A is exponentially stable.

Proof. As mentioned earlier, condition (4.54) is equivalent to (4.40). As seen in the
Introduction, in [13] it was proved that ξ = 0 implies exponential stability. So, it re-
mains to show that the semigroup generated by A is exponentially stable provided that
χ = 0. Nevertheless, as our argument is different, we give a complete proof. To this
purpose, let us verify the conditions of Theorem 2.18. We emphasize, however, that
the imaginary axis is always contained in ρ(A), no matter if (4.54) is satisfied or not.

• iR ⊂ ρ(A)

Let us assume, by contradiction, that the inclusion is not valid. Then, there
exists λ ∈ iR such that λ ∈ σ(A), with λ 6= 0 because 0 ∈ ρ(A) (as seen in the proof of
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Theorem 4.2). By Remark 4.1, λ is an eigenvalue of A. Therefore, there exists U 6= 0

in D(A) satisfying the resolvent equation AU = λU, which in terms of its components
can be written as

λϕ−Φ = 0 (4.55)

ρ1λΦ− k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = 0 (4.56)

λψ− Ψ = 0 (4.57)

ρ2λΨ− bψxx + k(ϕx +ψ+ lw) + γϑx = 0 (4.58)

λw−W = 0 (4.59)

ρ1λW − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0 (4.60)

λϑ+ k1px +mΨx = 0 (4.61)

ςλp+ δp+ ϑx = 0 (4.62)

λθ+ k1qx +m(Wx − lΦ) = 0 (4.63)

τλq+ δq+ θx = 0. (4.64)

Then, multiplying by U ∈ D(A), it follows from the dissipative property (4.6) that p =

q = 0. Now, substituting into (4.62), (4.64) we obtain

ϑx = θx = 0 in L2(0, L) ⇒ ϑ = θ = 0 in L2(0, L).

Therefore, by (4.61), (4.63), we have Ψx =Wx − lΦ = 0. Then, from (4.55), (4.57) and
(4.59) it follows that ψx = wx − lϕ = 0, which implies ψ = Ψ = 0. Finally, from (4.56),
(4.58), (4.60) and applying all identities obtained, we conclude that

ρ1λΦ− k(ϕx + lw)x = 0, k(ϕx + lw) = 0, ρ1λW + kl(ϕx + lw) = 0

which implies, substituting the second equality in the others, that Φ =W = 0 and thus
ϕ = w = 0. This shows that U = 0, which is a contradiction. Therefore, the inclusion
iR ⊂ ρ(A) is valid.

• lim sup
|β|→∞ ‖(iβI− A)−1‖L <∞.
For this limit, it is sufficient to prove that there exist constants C,β0 > 0 such

that
‖(iβI− A)−1)‖L ≤ C, ∀ β ≥ β0. (4.65)

In fact, by contradiction, let us assume that (4.65) is not true. Then, given any n ∈ N, it
is not true that

‖(iβ− A)−1‖L ≤ n, ∀ β > n.
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Consequently, there exists a sequence βn > n such that

‖(iβn − A)−1‖L > n.

The last inequality implies that there exists a sequence (Fn)n∈N ⊂ H such that

‖(iβn − A)−1Fn‖H > n‖Fn‖H.

Then, defining Un = (iβn−A)−1Fn
‖(iβn−A)−1Fn‖H

we have

‖(iβn − A)Un‖H =
‖Fn‖H

‖(iβn − A)−1Fn‖H
<
1

n
.

The last inequality shows that, if (4.65) does not hold, then there exist a sequence
(βn)n∈N of positive real numbers and a sequence (Un)n∈N ⊂ D(A) such that

βn
n→∞−→ ∞, ‖Un‖H = 1, ‖(iβn − A)Un‖H

n→∞−→ 0. (4.66)

Therefore, recalling assumption (4.54), we see that the hypothesis of Lemmas 4.3-4.10
are satisfied. Thus, from the convergences in Lemmas 4.4, 4.6, 4.7, 4.8 and 4.10, we
conclude that Un

n→∞−→ 0 in H which contradicts (4.66). Then, the second condition of
Theorem 2.18 holds.

Theorem 4.12 (Lack of exponential decay). The converse of Theorem 4.11 is true.
In other words: if[(

ς −
k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm︸ ︷︷ ︸

ξ

][(
τ−

k1ρ1

k

)
(k0 − k) + τγm︸ ︷︷ ︸
χ

]
6= 0, (4.67)

then the semigroup generated by A is not exponentially stable.

Proof. Assume (4.67), which is equivalent to

ξ 6= 0 and χ 6= 0. (4.68)

In view of Theorem 2.18, it is enough to show that there exist a sequence (βn)n∈N of
positive real numbers such that βn

n→∞−→ ∞ and a bounded sequence (Fn)n∈N in H such
that

‖(iβnI− A)−1Fn‖H
n→∞−→ ∞. (4.69)
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Let us write cn = nπ
`

and define

βn =

√
1

ρ1
(kc2n + k0l

2), Fn = (0, ρ−11 sin(cnx), 0, 0, 0, 0, 0).

Then, (Fn) is a bounded sequence in H. In addition,

‖(iβnI− A)−1Fn‖2H = ρ1‖Φ(n)‖2L2 + ρ2‖Ψ
(n)‖2L2 + ρ1‖W

(n)‖2L2 + b‖ψ
(n)
x ‖2L2

+ k‖ϕ(n)
x +ψ(n) + lw(n)‖2L2 + k0‖w

(n)
x − lϕ(n)‖2L2

+
γ

m

(
‖ϑ(n)‖2L2 + ‖θ

(n)‖2L2
)
+
γk1

m

(
ς‖p(n)‖2L2 + τ‖q

(n)‖2L2
) (4.70)

where (ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), ϑ(n), p(n), θ(n), q(n)) := Un is the unique solution
in D(A) of the resolvent equation

(iβn − A)Un = Fn. (4.71)

As before, by ansatz, we suppose that

ϕ(n)(x) = An sin(cnx), ψ
(n)(x) = Bn cos(cnx), w

(n)(x) = Cn cos(cnx),

ϑ(n)(x) = D̃n sin(cnx), p(n)(x) = Ẽn cos(cnx),

θ(n)(x) = Dn sin(cnx), q(n)(x) = En cos(cnx).

(4.72)

Then, substituting into the resolvent equation (4.71), we conclude that

Un = (ϕ(n), Φ(n), ψ(n), Ψ(n), w(n),W(n), ϑ(n), p(n), θ(n), q(n))

given by (4.72) with

Φ(n) = iβnϕ
(n), Ψ(n) = iβnψ

(n), W(n) = iβnw
(n)

is the solution of (4.71) if and only if the coefficients An, Bn, Cn, D̃n, Ẽn, Dn, and En
satisfy the linear system(

ρ1(iβn)
2 + kc2n + k0l

2
)
An + kcnBn + l(k+ k0)cnCn + lγDn = 1

kcnAn +
(
ρ2(iβn)

2 + bc2n + k
)
Bn + klCn + γcnD̃n = 0

l(k+ k0)cnAn + klBn +
(
ρ1(iβn)

2 + k0c
2
n + kl

2
)
Cn + γcnDn = 0

−miβncnBn + iβnD̃n − k1cnẼn = 0

(ςiβn + δ)Ẽn + cnD̃n = 0

−mliβnAn −miβncnCn + iβnDn − k1cnEn = 0

(τiβn + δ)En + cnDn = 0

(4.73)
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which can be written as
p
(1)
n kcn l(k+ k0)cn 0 lγ

kcn p
(2)
n kl γcn 0

l(k+ k0)cn kl p
(3)
n 0 γcn

0 −miβncn 0 p̃
(4)
n 0

−mliβn 0 −miβncn 0 p
(4)
n


︸ ︷︷ ︸

M̃n


An

Bn

Cn

D̃n

Dn

 =


1

0

0

0

0



Ẽn = −
cn

ςiβn + δ
D̃n,

En = −
cn

τiβn + δ
Dn



(4.74)

where

p(1)n = ρ1(iβn)
2 + kc2n + k0l

2, p̃(4)n = iβn +
k1c

2
n

ςiβn + δ
,

p(2)n = ρ2(iβn)
2 + bc2n + k, p(4)n = iβn +

k1c
2
n

τiβn + δ
.

p(3)n = ρ1(iβn)
2 + k0c

2
n + kl

2,

Now, using the the definition of βn, we have

p(1)n = 0,

p(2)n =

(
b−

ρ2k

ρ1

)
c2n −

ρ2

ρ1
k0l

2 + k = O(n2),

p(3)n = (k0 − k)c
2
n + (k− k0)l

2 = O(n2),

p̃(4)n = i

√
1

ρ1
(kc2n + k0l

2) +
k1c

2
n

ςi
√

1
ρ1
(kc2n + k0l

2) + δ
= O(n),

p(4)n = i

√
1

ρ1
(kc2n + k0l

2) +
k1c

2
n

τi
√

1
ρ1
(kc2n + k0l

2) + δ
= O(n),

which implies that

∆̃n := det(M̃n)

= p̃(4)n

[
− k2c2np

(3)
n p

(4)
n − l2(k+ k0)

2c2np
(2)
n p

(4)
n − 2l2(k+ k0)γm(iβn)c

2
np

(2)
n

]
+ p̃(4)n

[
l2γm(iβn)p

(2)
n p

(3)
n − k2γm(iβn)c

4
n

]
+O(n5).
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Since ∆̃n 6= 0 (for all n ∈ N sufficiently large) we conclude that system (4.74)
has a unique solution [An, Bn, Cn, D̃n, Dn]

T given by the Cramer’s Rule. Consequently,
system (4.73) has a unique solution [An, Bn, Cn, D̃n, Ẽn, Dn, En]

T which implies that the
solution of the resolvent equation (4.71) is given by (4.72), for all n ∈ N sufficiently
large. Therefore, we can estimate (4.70) by

‖(iβn − A)−1Fn‖2H ≥ ρ1‖Φ(n)‖2L2 = ρ1β
2
n|An|

2

∫ `
0

| sin(cnx)|
2 dx = ρ1

`

2
β2n|An|

2, (4.75)

where An is given by

An =
Ãn

∆̃n
,

with Ãn defined as

Ãn := det


1 kcn l(k+ k0)cn 0 lγ

0 p
(2)
n kl γcn 0

0 kl p
(3)
n 0 γcn

0 −miβncn 0 p̃
(4)
n 0

0 0 −miβncn 0 p
(4)
n


= − k2l2p(4)n p̃

(4)
n + γ2m2(iβn)

2c4n + γmiβnp
(3)
n p

(4)
n c

2
n + γmiβnp

(2)
n p̃

(4)
n c

2
n

+ p(2)n p
(3)
n p

(4)
n p̃

(4)
n

=
(
γmiβnc

2
n + p

(3)
n p

(4)
n

) (
γmiβnc

2
n + p

(2)
n p̃

(4)
n

)
+O(n2).

Here, using the convergences

p
(2)
n

n2
n→∞−→ (

b−
ρ2k

ρ1

)
π2

`2
,

p
(3)
n

n2
n→∞−→ (k0 − k)

π2

`2
,

βn

n

n→∞−→ π

`

√
k

ρ1

p̃
(4)
n

n

n→∞−→ i
π

`

√
k

ρ1

(
1−

k1ρ1

ςk

)
,

p
(4)
n

n

n→∞−→ i
π

`

√
k

ρ1

(
1−

k1ρ1

τk

)
we deduce

Ãn

n6
n→∞−→ (

γmi

[
π

`

√
k

ρ1

] [
π2

`2

]
+

[
(k0 − k)

π2

`2

] [
i
π

`

√
k

ρ1

(
1−

k1ρ1

τk

)])

×

(
γmi

[
π

`

√
k

ρ1

] [
π2

`2

]
+

[(
b−

ρ2k

ρ1

)
π2

`2

] [
i
π

`

√
k

ρ1

(
1−

k1ρ1

ςk

)])
:= L1.

Analogously we can deduce that
∆̃n

n6
n→∞−→ L2,
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for some constant L2 ∈ C. Then, using (4.68), we conclude that

L1 = −
π6

`6
k

ρ1

1

τς
χξ 6= 0

which implies

|An| =

∣∣∣∣∣Ãn∆n
∣∣∣∣∣ =

∣∣∣∣∣ Ãnn6∆n
n6

∣∣∣∣∣ n→∞−→ L =


|L1|

|L2|
6= 0, if L2 6= 0

∞, if L2 = 0.

Since βn
n→∞−→ ∞, it follows from (4.75) that

‖(iβn − A)−1Fn‖2H ≥ ρ1
`

2
β2n|An|

2 n→∞−→ ∞
which implies (4.69).

4.3 Final Remarks

We have considered ς > 0, τ > 0. However, an analogous argument can be
applied in general and the same results are valid for the other cases (ς > 0, τ = 0 or
ς = 0, τ > 0 or ς = τ = 0), using also the same sequences (Fn)n∈N and (βn)n∈N used
to prove the lack of exponential stability in Theorem 4.12. More precisely, under the
boundary conditions (1.7):

• For the case ς > 0, τ = 0, the mathematical system

ρ1ϕtt − k(ϕx +ψ+ lw)x − l[k0(wx − lϕ) − γθ] = 0

ρ2ψtt − [bψx − γϑ]x + k(ϕx +ψ+ lw) = 0

ρ1wtt − [k0(wx − lϕ) − γθ]x + kl(ϕx +ψ+ lw) = 0

ϑt + k1px +mψxt = 0

ςpt + δp+ ϑx = 0

θt − κ1θxx +m(wxt − lϕt) = 0

is exponentially stable if and only if[(
ς −

k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm

]
(k0 − k) = 0.
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• For the case ς = 0, τ > 0, the mathematical system

ρ1ϕtt − k(ϕx +ψ+ lw)x − l[k0(wx − lϕ) − γθ] = 0

ρ2ψtt − [bψx − γϑ]x + k(ϕx +ψ+ lw) = 0

ρ1wtt − [k0(wx − lϕ) − γθ]x + kl(ϕx +ψ+ lw) = 0

ϑt − κ1ϑxx +mψxt = 0

θt + k1qx +m(wxt − lϕt) = 0

τqt + δq+ θx = 0

is exponentially stable if and only if(
b−

kρ2

ρ1

)[(
τ−

k1ρ1

k

)
(k0 − k) + τγm

]
= 0.

• For the case ς = 0, τ = 0, the mathematical system

ρ1ϕtt − k(ϕx +ψ+ lw)x − l[k0(wx − lϕ) − γθ] = 0

ρ2ψtt − [bψx − γϑ]x + k(ϕx +ψ+ lw) = 0

ρ1wtt − [k0(wx − lϕ) − γθ]x + kl(ϕx +ψ+ lw) = 0

ϑt − κ1ϑxx +mψxt = 0

θt − κ1θxx +m(wxt − lϕt) = 0

(4.76)

is exponentially stable if and only if(
b−

kρ2

ρ1

)
(k0 − k) = 0. (4.77)

In particular, if condition (1.3) holds, then equality (4.77) reduces to (1.5). As
discussed in the Introduction, this result was obtained in [23], where the authors
studied the physical system (4.76).
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5 POSSIBLE FUTURE WORKS

Based on the existing literature until September 2019 and on the results proved
in this thesis, we present in this section some possible future works. We use the same
notations of the previous chapters.

5.1 Purely Dirichlet boundary conditions

From [12], it is known that system

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) = 0

ϑt − k1θxx +mψxt = 0

with boundary conditions

ϕ = ψ = w = ϑ = 0 on {0, `}× [0,∞)

is exponentially stable if
ρ1

ρ2
=
k

b
and k = k0.

Conjecture 5.1. System

ρ1ϕtt − k(ϕx +ψ+ lw)x − k0l(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

θt + k1qx +m(wxt − lϕt) = 0

τqt + δq+ θx = 0

with boundary conditions

ϕ = ψ = w = θ = 0 on {0, `}× [0,∞)

is exponentially stable if

ρ1

ρ2
=
k

b
and

(
τ−

k1ρ1

k

)
(k0 − k) + τγm = 0.
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From [23], it is known that system

ρ1ϕtt − k(ϕx +ψ+ lw)x − l
bρ1
ρ2

(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt −
bρ1
ρ2

(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

ϑt − κ1ϑxx +mψxt = 0

θt − κ1θxx +m(wxt − lϕt) = 0

with boundary conditions

ϕ = ψ = w = ϑ = 0 on {0, `}× [0,∞)

is exponentially stable if
ρ1

ρ2
=
k

b
.

Conjecture 5.2. System

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

ϑt + k1px +mψxt = 0

ςpt + δp+ ϑx = 0

θt + k1qx +m(wxt − lϕt) = 0

τqt + δq+ θx = 0

with boundary conditions

ϕ = ψ = w = ϑ = θ = 0 on {0, `}× [0,∞)

is exponentially stable if[(
ς −

k1ρ1

k

)(
b−

kρ2

ρ1

)
+ ςγm

] [(
τ−

k1ρ1

k

)
(k0 − k) + τγm

]
= 0.
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5.2 Heat flux given by Gurtin-Pipkin law

From [8], it is known that system

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) = 0

ϑt − k1

∫ `
0

g1(s)ϑxx(t− s) ds+mψxt = 0

with boundary conditions

ϕ = ψx = wx = ϑ = 0 on {0, `}× [0,∞)

is exponentially stable if and only if(
1

g1(0)k1
−
k1ρ1

k

)(
b−

kρ2

ρ1

)
+

γm

g1(0)k1
= 0 and k = k0.

Conjecture 5.3. System

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

θt − k1

∫∞
0

g2(s)θxx(t− s) ds+m(wxt − lϕt) = 0

with boundary conditions

ϕ = ψx = wx = θ = 0 on {0, `}× [0,∞)

is exponentially stable if and only if

ρ1

ρ2
=
k

b
and

(
1

g2(0)k1
−
k1ρ1

k

)
(k0 − k) +

γm

g2(0)k1
= 0.
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Conjecture 5.4. System

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

ϑt − k1

∫ `
0

g1(s)ϑxx(t− s) ds+mψxt = 0

θt − k1

∫∞
0

g2(s)θxx(t− s) ds+m(wxt − lϕt) = 0

with boundary conditions

ϕ = ψx = wx = ϑ = θ = 0 on {0, `}× [0,∞)

is exponentially stable if and only if[(
1

g1(0)k1
−
k1ρ1

k

)(
b−

kρ2

ρ1

)
+

γm

g1(0)k1

] [(
1

g2(0)k1
−
k1ρ1

k

)
(k0 − k) +

γm

g2(0)k1

]
= 0.

5.3 Heat flux given by Coleman-Gurtin law

Also from [8], it is known that system

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) = 0

ϑt − (1− α)k1θxx − αk1

∫ `
0

g1(s)ϑxx(t− s) ds+mψxt = 0

with boundary conditions

ϕ = ψx = wx = ϑ = 0 on {0, `}× [0,∞)

is exponentially stable if and only if

ρ1

ρ2
=
k

b
and k = k0.
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Conjecture 5.5. System

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

θt − (1− α)k1θxx − αk1

∫∞
0

g2(s)θxx(t− s) ds+m(wxt − lϕt) = 0

with boundary conditions

ϕ = ψx = wx = θ = 0 on {0, `}× [0,∞)

is exponentially stable if and only if

ρ1

ρ2
=
k

b
and k = k0.

Conjecture 5.6. System

ρ1ϕtt − k(ϕx +ψ+ lw)x − lk0(wx − lϕ) + lγθ = 0

ρ2ψtt − bψxx + k(ϕx +ψ+ lw) + γϑx = 0

ρ1wtt − k0(wx − lϕ)x + kl(ϕx +ψ+ lw) + γθx = 0

ϑt − (1− α)k1θxx − αk1

∫ `
0

g1(s)ϑxx(t− s) ds+mψxt = 0

θt − (1− α)k1θxx − αk1

∫∞
0

g2(s)θxx(t− s) ds+m(wxt − lϕt) = 0

with boundary conditions

ϕ = ψx = wx = ϑ = θ = 0 on {0, `}× [0,∞)

is exponentially stable if and only if(
ρ1

ρ2
−
k

b

)
(k− k0) = 0.
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6 CONCLUSION

In Chapter 3 of this thesis, which was recently published in [22], we dealt with
the stability properties of a thermoelastic Bresse system where the dissipation is en-
tirely contributed by the temperature and acts only on the axial force. The temperature
evolution was given either by the Fourier’s law or the Cattaneo’s law of heat conduc-
tion. After proving the well-posedness of the model, we gave a necessary and sufficient
condition for the exponential stability of the associated C0-semigroup. In addition, we
proved some polynomial decay estimates for the solutions, with a decay rate depending
on some relations between the structural parameters of the problem. The only ques-
tion left open is whether the obtained polynomial decay rates are optimal. The novelty
with respect to the existing literature is that the coupling between the mechanical and
the thermal part of the system takes place only through the axial force.

In Chapter 4, which is currently submitted for publication, the results of Chapter
3 concerning to the exponential stability were extended to the more realistic case where
the dissipation acts not only in the axial force, but also in the bending moment. In this
case, since the system have already been studied in the literature, the novelty of our
contribution is the condition which completely characterizes the exponential stability.

All results in this thesis were obtained making use of the well-known Gearhart-
Prüss and Borichev-Tomilov theorems. Although this mathematical methodology is
rather standard, the complexity of the systems required very delicate and nontrivial
computations. In addition, we emphasize that, in each chapter, the necessary and suf-
ficient condition for the exponential stability obtained is different from the ones already
present in the literature, reflecting the fact that each coupling mechanism considered
has a nontrivial influence on the dynamics of the model.

In view of this, we believe that we have provided a quite complete picture for
the stability of the said models, as illustrated in Appendix A, allowing us to enlarge
the understanding on how the structural parameters affect the asymptotic behaviour of
Bresse systems.
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Figure 4: How our results extends the known panorama on exponential stability of Bresse
Systems. Continuous lines are known results and dashed lines are our contributions.

Two Fourier dampings in the physical system ([23]).
Necessary and sufficient condition for exponential stability:

b− kρ2
ρ1

= 0 (6.1)

The result remains valid if one damping is removed,
and generalizes to the mathematical system:

One Fourier damping in bending moment
([12]). Necessary and sufficient condition:

b− kρ2
ρ1

= 0 and k0 − k = 0

One Fourier damping in axial force.
Necessary and sufficient condition:

b− kρ2
ρ1

= 0 and k0 − k = 0

The result generalizes to Catta-
neo’s law, in which case the first

equality of the condition is modified:

The result generalizes to Cattaneo’s
law, in which case the second

equality of the condition is modified:

One Cattaneo damping in bending moment
([8]). Necessary and sufficient condition:(

ς − k1ρ1
k

)(
b− kρ2

ρ1

)
+ ςγm = 0

and
k0 − k = 0

One Cattaneo damping in axial force.
Necessary and sufficient condition:

b− kρ2
ρ1

= 0

and(
τ− k1ρ1

k

)
(k0 − k) + τγm = 0

The second equality of the condition
can be dropped provided that a

damping is introduced in axial force:

The first equality of the condition can
be dropped provided that a damping

is introduced in bending moment:

Two Cattaneo thermal damp-
ings ([13]). Sufficient condition:(

ς − k1ρ1
k

)(
b− kρ2

ρ1

)
+ ςγm = 0

Two Cattaneo thermal damp-
ings. Sufficient condition:(
τ− k1ρ1

k

)
(k0 − k) + τγm = 0

The system with two Cattaneo thermal dampings is exponentially stable provided that[(
ς − k1ρ1

k

)(
b− kρ2

ρ1

)
+ ςγm

] [(
τ− k1ρ1

k

)
(k0 − k) + τγm

]
= 0. The converse is true:

Two Cattaneo thermal dampings. Necessary and sufficient condition:[(
ς − k1ρ1

k

)(
b− kρ2

ρ1

)
+ ςγm

] [(
τ− k1ρ1

k

)
(k0 − k) + τγm

]
= 0 (6.2)

For k0 = bρ1
ρ2

and ς = τ = 0, condition (6.2) reduces to (6.1)
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