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Abstract

In this thesis, we prove some well-posedness, controllability and stabilization results for
a class for dispersive partial differential equations. First, we consider a coupled system of
two Korteweg-de Vries equations (KdV), the so-called Gear-Grimshaw system, posed on a
bounded domain. We obtain the exact controllability provided by a suitable configuration
of the controls position in the boundary. For two kind of boundary conditions, namely,
Neumann and Dirichlet-Neumann, we prove the existence of the so-called critical length
phenomenon (see for instance, [78]). Next, we prove the well-posedness, exponential stabi-
lization and controllability of the Korteweg-de Vries Burgers equation posed on the whole
real line. Initially, we prove that, under the effect of a damping term, the solution of the
generalized Korteweg-de Vries Burgers equation decays exponentially when the exponent
p in the nonlinear term ranges over the interval [1,5). We also give and answer to the
exact controllability problem in the energy space for solutions in Ll20 C(]R2).
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CHAPTER
ONE

INTRODUCTION

We begin this section with a review of some general results of control theory concern-
ing the relations among of controllability, observability and stabilization of dynamical
systems. One can refer to [71] and [72] for an introduction and fruitful results on the
subject.

1.1 Classical Control Theory

A control system is a dynamical system on which one can act by using suitable controls.
There are a lot of problems that appear when studying a control system. But the most
common ones are the controllability problem and the stabilization problem.

1.1.1 Controllability and Observability

The controllability problem, roughly speaking, may be formulated as follows: Consider an
evolution system (either described in terms of Partial or Ordinary Differential Equations
(PDE/ODE)). We are allowed to act on the trajectories of the system by means of a
suitable control (the right hand side of the system, the boundary conditions, etc.). Then,
given a time interval ¢t € (0,7'), and initial and final states we have to find a control, such
that the solution matches both the initial state at time ¢t = 0 and the final one at time
t="T.

Controllability of finite-dimensional linear control systems

Let us start with the case of Ordinary Differential Equations, recalling some well known
results in the finite dimensional context. Let n,m € N* and T > 0. We consider the
linear system

{:‘e(t) = Az(t) + Bu(t), te(0,7), (1.1)

z(0) = o,
where A is a real (n X n) matrix, B is a real (n x m) matrix and 2° a vector in R™. The
function « : [0, T] — R™ represents the state and u : [0,7] — R™ the control.

Given an initial datum 2° € R™ and a vector function v € L?(0,7,R™), the system
(1.1) has a unique solution = € H'(0,T,R") characterized by the variation of constants
formula:

t
a(t) = eM'a’ +/ eAt=%) Bu(s)ds, VYt e [0,T).
0
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Definition 1.1.1. System (1.1) is controllable in time T > 0, if given any initial and
final data 2°, 1 € R™, respectively, there exists u € L*(0,T,R™), such that the solution of
(1.1) satisfies z(T) = z*.

Note that m is the number of controls entering in the system, while n stands for the
number of components of the state to be controlled. In applications, it is desirable to
make the number of controls m to be as small as possible. But this, of course, may affect
the control properties of the system.

If we define the set of reachable states
R(T,2°%) = {z(T) € R" : z solution of (1.1) with u € L*(0,T,R™)},

the controllability property is equivalent to the fact that R(T,2°) = R for any 2° € R".
It is well known that, if such a linear system is controllable from 2 in time 7' > 0, then
it is controllable in time 7", for every 7" > 0, and from every initial state 2/® € R™. Let
us now define the controllability Gramian of the control system (1.1).

Definition 1.1.2. The controllability Gramian of the control system (1.1) is the symmetric
(n X n) matriz

T
/ (T-DAR B (T-0A" gy
0

It is also well known that the system (1.1) is controllable in time 7" if and only if
the Gramian of the system, is non-singular. The next results, due to Rudolph Kalman,
Yu-Chi Ho and Kumpati Narendra.

Theorem 1.1.1 ( [53]). The linear time varying control system (1.1) is controllable if and
only if its controllability Gramian is invertible.

Since we are in finite dimension, it is easy to see that the Gramianis invertible if and
only if there exists f ¢ > 0 such that

T
/ HB*G(Tft)Aon dt > Con”2
0

for every 2% € R"™ (observablity inequality). The necessary and sufficient condition for
controllability given in Theorem 1.1.1 requires computing a matrix, which might be quite
difficult (and even impossible) in many cases, even for simple linear control systems.
However, there exists a controllability criterion which is much simpler to check. It is the
Kalman condition, due to R. E. Kalman and gives a complete answer to the problem of
exact controllability of finite dimensional linear systems. It shows, in particular, that the
time of control is irrelevant.

Theorem 1.1.2 ( [60]). System (1.1) is exactly controllable in some time T if and only if
rank(B, AB, ..., A" 'B) = n,
Consequently, if system (1.1) is controllable in some time T > 0 it is controllable in any

time.

Controllability of infinite dimensional linear control system

We introduce some known results on controllability of infinite dimensional linear control
systems in Banach spaces. Let X be a reflexive Banach space and S(t) denote a strongly
continuous semigroup on X, of generator (A, D(A)). Let X_; denote the completion of X
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for norm ||z| -1 = ||(A\ — A)~ x|, where X € p(A) is fixed. The space X_1 is isomorphic to
(D(A*))', the dual space of D(A*). The semigroup S(t) extends to a semigroup on X_1,
still denoted by S(t), whose generator is an extension of the operator A, also denoted by
A. With this notation, A is a linear operator from X to X_;.

Let U be a reflexive Banach space. A linear continuous operator B : U — X_1 is
called the control operator. Note that B is said to be bounded if B € L(U, X_;), and is
called unbounded otherwise. The control operator B is admissible for the semigroup S(t)
if every solution of

(1.2)

{y' = Ay(t) + Bu(t),
y(0) = yo,

where u € L?(0,+00,U), satisfies y(t) € X, for every ¢t > 0. The solution of equation (1.2)
is understood in the mild sense, i.e,

T
(t) =Sl + [ S(t -~ 5)Buls)ds,
0
for every ¢ > 0. For T > 0, define Ly : L?(0,T;U) — X_1 by
T
Lyu= / S(T — s)Bu(s)ds.
0

A control operator B € L(U, X_1) is admissible, if and only if ImLy C X, for some T > 0.

In contrast to the case of linear finite dimensional control systems, there exist many
types of controllability properties. We provide three different notions.

Let B € L(U, X_1) denote an admissible control operator.

Definition 1.1.3. For yg € X and T > 0, the system (1.2) is said to be exactly con-
trollable from yq in time T if, for every yy € X, there exists a control v € L?(0,T;U) so
that the solution of (1.2), with y(0) = yo, satisfies y(T) = y1.

Definition 1.1.4. The system (1.2) is said to be approximately controllable from yq
in time T if, for every y1 € X, there exist € > 0 and a control u € L?(0,T;U) so that the
solution of (1.2), with y(0) = yo, satisfies

ly(T) —ypillx <e.

Definition 1.1.5. For T > 0, the system (1.2) is said to be null controllable if, for
every yo € X, there exists a control u € L?(0,T;U) so that the solution of (1.2), with

y(0) = o, satisfies y(T) = 0.

Clearly, exact controllability implies null controlability and approximate controllability.
However, the converse is false in general. In finite dimension, i.e., when A € R™*™ and
B € R™™ the three concepts are equivalent.

The proofs of the next results cited here are classical, and they can be found, for
example in [32,063,72,98,99]. These tests are based on the HUM method due to J.-L.
Lions [63]. A first result ensure that the controllability can be given as follows:

Theorem 1.1.3. The system (1.2) is exactly controllable in time T > 0 if and only if
there exists a constant ¢ > 0, such that

T
/O 1B*S* (o2 dt > clluoll%,  Vuo € X. (1.3)



(1.3) is called an observability inequality. Such inequality means that the map
T:yo— B*S*()yo,

is boundedly invertible, i.e, it is possible to recover a complete information about the
initial state y" from a measure on [0, 7] of the output B[S*(-)]t (observability property).

Theorem 1.1.4. The system (1.2) is null controllable in time T > 0 if and only if there
exists a constant ¢ > 0 such that

T
/0 185 (Oyoll? dt > c|S*(Thyoll%, Voo € X. (1.4)

(1.4) is a weak observability inequality, i.e, only S*(7T)yo may be recovered, not yq.

For linear equations, controllability is achieved, in general, by proving an observability
inequality. Several methods can be used to derive such an the observability inequality, in-
cluding Carleman estimates, the method of multipliers, microlocal analysis, among others.
We refer the reader to the excellent textbook [29], [10], [92] and references therein.

The Hilbert Uniqueness Method (HUM):

The well known Hilbert Uniqueness Method (in short HUM) was introduced in [(3]
consisting of minimizing a cost function, namely, the L?-norm of the control. First at all,
we associate to the boundary-initial value problem

{z:Az+Bu, (15)

z(0) =0,
its adjoint problem, obtained by taking the distributional adjoint of the operator 0; — A,
namely —0; — A*:
A
{y v, (1.6)

y(T) = yr.

Note that (1.6) is without control and backwards in time. Assume that B is admissible
and the control system (1.2) is null controllable in time 7. We define the space H as the
completion of D(Q) (with Q being a domain where system (1.2) acts on) with respect to

the norm
T
ller = ( / HB*S*WH%dt)
0

Let yg € X. For every ¢y € H, we define

1/2

1 (T
Iw) =5 [ IBS @l -+ (5 (T
0
Clearly, the functional J is strictly convex, and from the observability inequality (1.4), it
is coercive in H. Then, it follows that J has a unique minimizer ¢ € H. Define the control
u by

u(t) = B*S™(T — t)yp,

for every t € [0,77], and let y(-) be the solution of (1.2), associated with the control w.
Then, one has y(T) = 0 and, moreover, u is the control of minimal L2-norm, among all
controls whose associated trajectory satisfies y(7') = 0.

This proves that observability implies controllability, and gives a way to construct the
control of minimal of L?-norm. This is more or less the contents of the Hilbert Uniqueness
Method.



1.1.2 Stability

For the context of the stability of partial differential equations, let us consider the abstract

system

& = Ax + Bu,

0 (1.7)
z(0) = 2,

where A is a linear operator defined in a state space and B is a control operator that
allows us to act on the system through a control w.

The stabilization problem consists of finding a feedback operator F', such that, with
the control
u=Fu, (1.8)

the solution of the closed-loop problem (1.7) tends to zero, as t tends to +oo. If we
are interested in exponential stability, i.e, we should prove the existence of two positive
constants A and ¢, such that for any 2", we have that

lz()|| < Ce™||z°|l, ¥t >0,

for a suitable norm || - || on the state space. The terminology closed-loop comes from
the following diagrams ( see [84, p. 113]): If a control u(¢) is defined externally, we can
compute the solution x(t) through (1.7), i.e, the loop is open as it may be represented by
the diagram

— = Az + Bul—

In this case (1.7) is called a open-loop system. Furthermore, if the control u(t) is contructed
from x(t) through (1.8), the loop is closed and we have to modify the above diagram to

u z = Az + Bu i

u=Fx

Definition 1.1.6. The system (1.7) is said stabilizable if there exist an operator F' and
positive constants A and C, such that the solutions of the closed-loop problem (1.7) satisfy
(1.8). Moreover, if for any positive X\, there exist an operator F' = F(\) and a positive
constant C, such that the solutions of (1.7) satisfy (1.8), we said that the closed-loop
problem (1.7) is completely stabilizable.

The following results show the strong relation between stabilization and controllability.

Theorem 1.1.5. Assume that A generates a group of operators. Then,

1. If the system (1.7) is null controllable, then it is exponentially stable.
2. The following properties are equivalent:

(i) The system (1.7) is exactly controllable in some time T > 0;
(ii) The system (1.7) is null controllable in some time T' > 0;
(iii) The system (1.7) is completely stabilizable.

The first result was given by Datko [36]. The implication (i) = (i) is obvious, (i) =
(31) is due to Slemrod [89], whereas the implication (ii7) = (i) is due to Megan [66] and
Zabczyk [98, Theorem 3.4 p. 229].



1.2 Contribution of the Thesis

This thesis is composed of five chapters and comprises two main parts, numbered I and II.
The first part deals with the boundary controllability of the Gear-Grimshaw model and
the second part studies the well-posedness, controllability and stability of the Korteweg-de
Vries Burgers equation posed in a unbounded domain. Most of the results presented in
the thesis are published or submitted for publication [17, 18,42 13].

PART 1

In this part, we investigate the boundary controllability properties of the nonlinear dis-
persive system

Up + Uy + Uggy + AVzze + A10V, + az(uv), = 0, in (0,L) x (0,T),
eVt + Tz + VU + aUgry + Vpgr + asbuug + arb(uv), =0, in (0,L) x (0,7), (1.9)
u(z,0) = u'(z), wv(z,0)=1"), in (0, L),

In (1.9), a1,a9,a,b,c and r are real constants, u = u(z,t) and v = v(x,t) are real-valued
functions of the two variables x and ¢ and subscripts indicate partial differentiation. In
order to provide the tools to handle with the controllability problem, we assume that the
coefficients a, b, c and r satisfy

b,c and r are positive and 1 — a?b > 0. (1.10)

System (1.16) was derived by Gear and Grimshaw in [15] as a model to describe strong
interactions of two long internal gravity waves in a stratified fluid, where the two waves
are assumed to correspond to different modes of the linearized equations of motion (we
also refer to [10,38] for an extensive discussion on the physical relevance of the system).
This somewhat complicated model has the structure of a pair of Korteweg-de Vries (KdV)
equations coupled through both dispersive and nonlinear effects and has been object of
intensive research in recent year. It is a special case of a broad class of nonlinear evolution
equations for which the well-posedness theory associated to the pure initial-value problem
posed on the whole real line R, or on a finite interval with periodic boundary conditions,
has been intensively investigated. By contrast, the mathematical theory pertaining to
the study of the boundary value problem is considerably less advanced, specially in what
concerns the study of the controllability properties.

The first and second chapters are dedicated to study the controllability properties of
system (1.9) with two kinds of boundary conditions, namely, Neumann and Dirichlet-
Neumann boundary conditions, respectively.

- Neumann boundary controllability of the Gear-Grimshaw system with criti-
cal size restrictions on the spatial domain

In Chapter Two, we study the boundary controllability of the Gear-Grimshaw system,
posed on a finite domain (0, L), with the Neumann boundary condition:

{um(o,t) = ho(t), ue(L,t) = hi(t), uee(L,t) = ho(t), (1.11)

UICE(O’t) = gO(t)’ Ux(L,t) = gl(t)’ Umc(L,t) = QQ(t)'

The boundary functions h; and g;, for ¢ = 0, 1, 2, are considered as control inputs acting on
the boundary conditions. Our purpose is to see weather we can force the solutions of the



system to have certain properties by choosing appropriate control inputs. More precisely,
we are mainly concerned with the following exact control problem:

Given T > 0 and u®,v% u!,v' € L?(0,L), can one find appropriate control inputs h;,
gi, fori=0,1,2, such that the corresponding solution (u,v) of (1.9)-(1.11) satisfies

(w(z, T),v(x,T)) = (u'(z),v!(x))? (1.12)

We first prove that the corresponding linearized system around the origin is exactly
controllable in (L?(0, L))? when ha(t) = g2(t) = 0. In this case, the exact controllability
property is derived for any L > 0 with control functions hg, gy € H *%(07 T) and hy,¢1 €
L?(0,T). If we change the position of the controls and consider ho(t) = ha(t) = 0 (resp.
go(t) = g2(t) = 0) we obtain the result with control functions gg, g2 € H_%(O,T) and
hi,91 € L?(0,T) if and only if the length L of the spatial domain (0, L) does not belong
to a countable set. In all cases the regularity of the controls are sharp in time. If only one
control act in the boundary condition, ho(t) = go(t) = ha(t) = g2(t) = 0 and ¢1(t) = 0
(resp. hi(t) = 0), the linearized system is proved to be exactly controllable for small
values of the length L and large time of control 7. Finally, the nonlinear system is shown
to be locally exactly controllable via the contraction mapping principle, if the associated
linearized systems are exactly controllable.

- Boundary controllability of a nonlinear coupled system of two Korteweg-de
Vries equations with critical size restrictions on the spatial domain

Chapter Three is concerned with the study of the the Gear-Grimshaw system (1.9)
satisfying the following boundary conditions

{u(O,w = ho(t), w(L,t) = hi(t), us(L,t) = ha(t),

(1.13)
U(Ovt) = gO(t)v U(L7t) = gl(t)7 Uac(L7t) = QQ(t)'

The functions hg, h1, h2, go, g1 and g2 are the control inputs and ug, vg the initial data. As
Chapter 1, our purpose is to see whether one can force the solutions of those systems to
have certain desired properties by choosing appropriate control inputs. More precisely, we
are concerned with the control problem (1.12).

The results obtained improve the controllability results obtained by Cerpa et al. in [20]
and by Micu et al. in [09] for a nonlinear coupled system of two Korteweg-de Vries (KdV)
equations posed on a bounded interval. Initially, in [69], the authors proved that the
nonlinear system is exactly controllable by using four boundary controls without any
restriction on the length L of the interval. Later on, in [26], two boundary controls were
considered to prove that the same system is exactly controllable for small values of the
length L and large time of control T. Here, we use the ideas contained in [17] to prove
that, with another configuration of four controls, it is possible to obtain the existence of
the so-called critical length phenomenon for the linear system, i. e., whether the system is
controllable depends on the length of the spatial domain. In addition, when we consider
only one control input, the boundary controllability still holds for suitable values of the
length L and time of control T'. In both cases, the control spaces are sharp due a technical
lemma which reveals a hidden regularity for the solution of the adjoint system.

PART 11

The second part of this thesis, is devoted to investigate the asymptotic behavior and the
controllability properties for the Korteweg-de Vries Burgers equation posed in the whole
line.



- On the well-posedness and asymptotic behavior of the generalized Korteweg-
de Vres Burgers equation

In Chapter Four, we investigate the well-posedness and the exponential stability of the
generalized Korteweg-de Vries Burgers (GKdV-B) equation on the whole real line under
the effect of a damping term by a function b = b(x). More precisely,

Ut + Ugpg — Ugz + a(w)uy +b0(z)u =0 in R x Ry (1.14)
u(x,0) = up(z) in R, '

where a = a(z) is a positive real-valued function that satisfies the growth conditions

{ e ()] < C(1+ |u[P~7), VYueR, for some C >0, (1.15)

j=0,1if 1<p<2andj=0,1,2 if p>2.

We obtain the global well-posedness in H*(R) for 1 < p < 2 and s € [0, 3] and in L?(R)
for 2 < p < 5 and H3(R) for p > 2. Here, p denotes the power in the nonlinear term. The
exponential stabilization is obtained for a definite damping term (1 < p < 2) by using
multiplier techniques combined with interpolation. Under the effect of a localized damping
term (2 < p < 5) we obtain a similar result by multiplier techniques combined with
compactness arguments, reducing the problem to prove a unique continuation property
for weak solutions.

Our analysis was inspired by the results obtained by Cavalcanti et al. for KdV-Burgers
equation [23] and by Rosier and Zhang for the generalized KdV equation posed on a
bounded domain [21] (see also [(1]). In this context, we refer to the survey [30] for a quite
complete review on the state of art.

- Controllability Aspects of the Korteweg-de Vries Burgers Equation on the
Unbounded Domain

The aim of the Chapter Five is to consider the controllability problem of the linear
system associated to Korteweg-de Vries Burgers equation posed in the whole space. The
KdV-Burgers equation has been used in a study of wave propagation through liquid field
elastic tube and for a description of shallow water waves on viscous fluid. Following the
ideas contained in [79], we obtain a sort of exact controllability for solutions in L? (IR?).
The proof of our main result has several ingredients as Carlemann’s estimate, observability
inequality and an approximation theorem.



Part 1

Controllability of the
Gear—Grimshaw System



SETTING OF THE PROBLEM

The goal of the first part is to investigate the boundary controllability properties of the
nonlinear dispersive system

Up + Uy + Ugzy + AUzze + 10V + a2(uv), = 0, in (0,L) x (0,7),
eVt + Tz + VU + aDUgrr + Vpgr + asbuug + arb(uv), =0, in (0,L) x (0,7), (1.16)
u(z,0) = u’(z), v(z,0)=%=x), in (0, L),

with the following boundary conditions

{um@at) = ho(t), we(L,t) = hi(t), wea(L,1) = ha(t), (117)
’Um;(o,t) = gO(t)a U:B(Lat) = gl(t)a wa(Lvt) = 92(75).
and
{u(O,t) = ho(t), w(L,t) = hi(t), ug(L,t) = ha(t), 1.18)
U(Ovt) = gO(t)a U(L’t) = gl(t)> Ux(L’t) = 92(t)'

In (1.16), a1, az2,a,b,c and r are real constants, u = u(z,t) and v = v(z,t) are real-valued
functions of the two variables x and t and subscripts indicate partial differentiation. The
boundary functions h; and g¢;, for ¢ = 0,1,2, are considered as control inputs acting on
the boundary conditions. Our purpose is to see weather we can force the solutions of the
system to have certain properties by choosing appropriate control inputs. More precisely,
we are mainly concerned with the following exact control problem:

Given T > 0 and u°,v°,ul,v? € L?(0,L), can one find appropriate control inputs
hi, gi, fori = 0,1,2, such that the corresponding solution (u,v) of (1.16)-(1.17) (resp.
(1.16)-(1.18) ) satisfies

(uw(z, T),v(x,T)) = (u'(z),v'(x))? (1.19)

If one can always find control inputs to guide the system from any given initial state
(up,vp) to any given terminal state (u1,v1), then the system is said to be exactly control-
lable. However, being different from other systems, the length L of the spatial domain
may play a crucial role in determining the controllability of the system, specially when
some configurations of four controls input are allowed to be used. This phenomenon, the
so-called critical length phenomenon, was observed for the first time by Rosier [78] while
studying the boundary controllability for the KdV equation. Throughout the paper we will
provide a detailed explanation of such phenomenon but, roughly speaking, Rosier proved
the existence of a finite dimensional subspace M of L?(0, L), which is not reachable by
the KAV system, when starting from the origin, if L belongs to a countable set of critical
lengths.

In order to provide the tools to handle with this problem, we assume that the coeffi-
cients a, b, c and r satisfy

b,c and r are positive and 1 — a®b > 0. (1.20)
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System (1.16) was derived by Gear and Grimshaw in [15] as a model to describe strong
interactions of two long internal gravity waves in a stratified fluid, where the two waves
are assumed to correspond to different modes of the linearized equations of motion (we
also refer to [10,38] for an extensive discussion on the physical relevance of the system).
This somewhat complicated model has the structure of a pair of Korteweg-de Vries (KdV)
equations coupled through both dispersive and nonlinear effects and has been object of
intensive research in recent year. It is a special case of a broad class of nonlinear evolution
equations for which the well-posedness theory associated to the pure initial-value problem
posed on the whole real line R, or on a finite interval with periodic boundary conditions,
has been intensively investigated. By contrast, the mathematical theory pertaining to
the study of the boundary value problem is considerably less advanced, specially in what
concerns the study of the controllability properties. As far as we know, the controllability
results for system (1.16) was first obtained in [68], when the model is posed on a periodic
domain and » = 0. In this case, a diagonalization of the main terms allows to the decouple
the corresponding linear system into two scalar KdV equations and use the previous results
available in the literature. Later on, assuming that (1.20) holds, Micu et al. [69] proved
the local exact boundary controllability property for the nonlinear system, posed on a
bounded interval, considering the following boundary conditions:

u(0,t) =0, u(L,t) = fi(t), ug(L,t) = falt), (1.21)
v(0,t) =0, v(L,t) = ki(t), va(L,t) = ko(2). '
The analysis developed in [69] was inspired by the results obtained by Rosier in [78] for the

scalar KAV equation. It combines the analysis of the linearized system and the Banach’s
fixed point theorem. Their main result reads as follows:

Theorem A (Micu et al. [69]) Let L > 0 and T > 0. Then there exists a constant 6 > 0,
such that, for any initial and final data u®,v°,u',v' € L?(0, L) verifying

1w, )|z 0,02 <0 and  [[(u', 0] (12(0,1))2 < 6,

there exist four control functions fi,k1 € H}(0,T) and fa, ko € L?(0,T), such that the
solution

(u,v) € C([0,T]; (L*(0,L))%) N L*(0, T; (H'(0, L))*) N H'(0,T; (H2(0, L))?)

of (1.16)-(1.21) verifies (1.19).

The proof of Theorem A combines the analysis of the linearized system and the Banach
fixed point theorem. It is important to point out that, in order to analyze the linearized
system, the authors follow the classical duality approach [39,03] and, therefore, the exact
controllability property is equivalent to an observability inequality for the solutions of the
adjoint system. The problem is then reduced to prove a nonstandard unique continuation
property of the eigenfunctions of the corresponding differential operator.

An improvement of Theorem A was made by Cerpa et al., in [26]. The authors con-
sidered the system (1.16)-(1.18) with only two control inputs acting on the Neumann
boundary conditions, that is,

(1.22)

In this case, the analysis of the linearized system is much more complicated, therefore the
authors used a direct approach based on the multiplier technique that gives the observ-
ability inequality for small values of the length L and large time of control 7". The fixed
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point argument, as well as, the existence and regularity results needed in order to consider
the nonlinear system run exactly in the same way as in [69].

Theorem B (Cerpa et al. [26]) Let us suppose that T, L > 0 satisfy
max{b, c} rL? L3 }

+
e

1>

where

B \/—(1 —b) + /(1 = b)2 + 4a2b?
g = % .

Then, there exists a constant 6 > 0, such that, for any initial and final data (u®,v°),
(ul,v!) € (L*(0, L))? verifying
() (z20,Ly2 <0 and ||(u',0")][(L2(0,Ly2 <,

there exist two control functions ha, ga € L?(0,T), with hog = go = h1 = g1 = 0, such that
the solution

(u,v) € C([0,TT; (L0, L))*) N L*(0, T (H'(0, L))*) N H'(0, T (H*(0, L))?)
of (1.16)-(1.22) verifies (1.19).

The program of this work was carried out for a particular choice of boundary conditions
and aims to establish as a fact that such a model predicts the interesting controllability
properties initially observed for the KdV equation. Therefore, to introduce the reader to
the theory developed for KAV with the boundary conditions of types (1.17) and (1.18),

we present below a summary of the results achieved in [78] and [15], respectively.
Rosier, in [78], studied the following boundary control problem for the KdV equation
posed on the finite domain (0, L)
Up + Uy + Uy + Ugge = 0 in (0,L) x (0,7),
u(0,t) =0, u(L,t) =0, ug(L,t) =g(t) in (0,7, (1.23)
u(x,0) = u’(z) in (0,L),

where the boundary value function g(t) is considered as a control input. First, the author
studies the associated linear system

Up + Up + Ugzg = 0 in (0,L) x (0,7),
u(0,t) =0, u(L,t) =0, ug(L,t) = g(t) in (0,7), (1.24)
u(z,0) = u¥(z) in (0,L)

and discovered the so-called critical length phenomena, i.e., whether the system (1.24) is
exactly controllable depends on the length L of the spatial domain (0, L). More precise,
the following result was proved:

Theorem B (Rosier [78]) The linear system (1.24) is exactly controllable in the space
L?(0, L) if and only if the length L of the spatial domain (0, L) does not belong to the set

27
N = {\/k2+kl+l2:k,l€N*}. 1.25
/3 (1:29)
Then, by using a fixed point argument, the controllability result was extended to the

nonlinear system when L ¢ N

Theorem C (Rosier [78]) Let T > 0 be given. If L ¢ N, there exists 6 > 0, such that, for
any u®,uT € L*(0,L) with

Ol 220,y + " [ 220,y < 6,
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one can find a control input g € L%(0,T), such that the nonlinear system (1.23) admits a

unique solution
w e C([0,T]; L*(0, L)) N L*(0,T; H'(0, L))

satisfying .
u(z,T) =u" (x).

More recently, in [15], Caicedo et al. investigated the boundary control problem of the
KdV equation with new boundary conditions, namely, the Neumann boundary conditions:

ug + (14 Bug + tggr =0 in (0,L) x (0,T),
Uz (0,1) = 0, uz(L,t) = h(t), uze(L,t) =0 in (0,7), (1.26)
u(z,0) = u’(z) in (0, L).

In (1.26), B is a given real constant and g a control input. For any 5 # —1, the authors
obtained the following set of critical lengths

2 km
= —— K2+ El+ 12k ]l eN* 1k e N* .
Rpg { 3(1+B)\/ + kl + , L€ }u{ ! € }, (1.27)

and proved that the following result holds:

Theorem D (Caicedo et al. [15])

(i) If B # —1, the linear system (1.26) is exactly controllable in the space L*(0, L) if
and only if the length L of the spatial domain (0, L) does not belong to the set Rg.

(ii) If B = —1, then the system (1.26) is not exvact controllable in the space L*(0,L) for
any L > 0.

In addition, for the nonlinear system

Ut + Uy + Uy + Upge = 0 in (0,L) x (0,T),
Uzg (0,1) = 0, ug(L,t) = h(t), uge(L,t) =0 in (0,7), (1.28)
u(m,O) = UO(m) in (O7L)a

the result below was proved by using a fixed point argument:

Theorem E (Caicedo et al. [15]) Let T > 0, f # —1 and L ¢ Rg be given. There exists
§ > 0, such that, for any u®,u” € L?(0, L) with

[u® = Bllr2(0,0) + llu” = Bllr20,0) < 0,

one can find a control input h € L?(0,T), such that the system (1.28) admits unique

solution
u € C([0,T]; L*(0,L)) N L*(0,T; H'(0, L))

satisfying .
u(z,T) =u" (x).

Both theorems, Theorems B and D, were proved following the classical duality ap-
proach [39,63] which reduces the problem to obtain an observability inequality for the
solutions of the corresponding adjoint system. Then, the controllability is obtained with
the aid of a compactness argument that leads the issue to a nonstandard unique continu-
ation principle for the eigenfunctions of the differential operator associated to the model.
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The critical lengths in (1.25) and (1.27) are such that there are eigenfunctions of the lin-
ear scalar problem for which the observability inequality associated to the adjoint system
fails'. However, in [15], the authors encountered some difficulties that require special
attention. For instance, the adjoint system of the linear system (1.26) is given by

Yr+ (1 + B)te + Yauge =0 in (0,L) x (0,7,
(1+ B)9(0,7) + ¥22(0,2) = 0 in (0,7),
(1+8)¢ (L t) + ¥z (L, t) =0  in (0,7), (1.29)
Yz (0,t) = in (0,7),

P(x,T) = @ZJT( ) in (0,L).

The exact controllability of system (1.26) is equivalent to the following observability in-
equality for the adjoint system (1.29):

197 1lz20,2) < Clltba(Ls )l z2(0m)

for some C' > 0. Nonetheless, the usual multiplier method and compactness arguments
used to deal with the system (1.29) only lead to

1981120,y < Cillwba (L ) Z2(0y + Collo(Ly ) F20.7)5 (1.30)

where C7 and Cy are positive constants. In order to absorb the extra term present in
(1.30), Caicedo et al. derived a technical result, which reveals some hidden regularity
(sharp trace regularities) for solutions of the adjoint system (1.29):

Theorem F (Caicedo et al. [15]) For any ¢T € L?(0, L), the solution
¢ € C([0,T]; L*(0,L)) N L*(0,T; H'(0, L))
of the problem (1.29) possesses the following sharp trace properties

sup (|09 (@, )| 1

< C, 1.31
o = (0.7) I 220,15 (1.31)

forr=0,1,2, where C,. are positive constants.

Estimate (1.31) is then combined with a compactness argument to remove the extra term
n (1.30). We remark that the sharp Kato smoothing properties obtained by Kenig, Ponce
and Vega [55] for the solutions of the KAV equation posed on the line, played an important
role in the proof of the previous result. The same strategy has been successfully applied
by Cerpa et al. [27] for the study of a similar boundary controllability problem.

In Chapter Two and Three, we address the boundary controllability problem for the Gear-
Grimshaw system with boundary conditions (1.17) and (1.18), respectively.

Tn the case of L € N (resp. L € Rg), Rosier (resp. Caicedo et al. in [15]) proved in [78] that the
associated linear system (1.24) is not controllable; there exists a finite-dimensional subspace of L?(0, L),
denoted by M = M(L), which is unreachable from 0 for the linear system. More precisely, for every
nonzero state ¢ € M, g € L*(0,T) and u € C([0,T); L*>(0,L)) N L*(0,T; H'(0, L)) satisfying (1.24) and
u(-,0) = 0, one has u(-,T) # 1. A spatial domain (0, L) is called critical for the system (1.24) (resp.
(1.26)) if its domain length L € N (resp. L € Rp).
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CHAPTER
TWO

NEUMANN BOUNDARY CONTROLLABILITY OF THE
GEAR-GRIMSHAW SYSTEM WITH CRITICAL SIZE
RESTRICTIONS ON THE SPATIAL DOMAIN

In this chapter we study the boundary controllability of the Gear-Grimshaw system,
posed on a finite domain (0,L), with Neumann boundary condition. We first prove
that the corresponding linearized system around the origin is exactly controllable in
(L?(0,L))% when ho(t) = go(t) = 0. In this case, the exact controllability property
is derived for any L > 0 with control functions hg, gy € H*%(O,T) and hy,g1 €
L2(0,T). If we change the position of the controls and consider ho(t) = ho(t) = 0
(resp. go(t) = g2(t) = 0) we obtain the result with control functions go, gy € H~3(0,T)
and h1,g1 € L?(0,T) if and only if the length L of the spatial domain (0, L) does not
belong to a countable set. In all cases the reqularity of the controls are sharp in time. If
only one control act in the boundary condition, ho(t) = go(t) = ha(t) = g2(t) = 0 and
g1(t) =0 (resp. hi(t) = 0), the linearized system is proved to be exactly controllable
for small values of the length L and large time of control T. Finally, the nonlinear
system is shown to be locally exactly controllable via the contraction mapping principle,
if the associated linearized systems are exactly controllable.

2.1 Main result and notations

We are now in position to return considerations to the control properties of the system
(1.16). First, we prove that the corresponding linear system with the following boundary
conditions

{um(o,t) = ho(t), ug(L,t) = hi(t), uga(L,t) =0,
V22(0,t) = go(t), ve(L,t) = g1(t), vau(L,t) =0,

is exactly controllable in (L?(0,L))? with controls hg, go € H*%(O,T) and hi, 1 €
L?(0,T). In this case, no restriction on the length L of the spatial domain is required.
However, if we change the position of the controls a critical size restriction can appear.
This is the case when we consider the following boundary conditions

{um(O, £) =0, ug(L,t) = hy(t), tge(L,t) =0,
Uﬂ@l’(oﬂt) = g()(t), Ux(L,t) = gl(t)ﬂ wa(Lvt) = gQ(t)'

In this case, the exact controllability result in (L?(0,L))? is derived with controls g,

go € H_%(O,T) and hi, g1 € L%(0,T) if and only if the length L does not belong of the
following set
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_ 52 _ 42
T = {%Wl Tab:keN*}U{W\/(l ab)a?()];’l’m’n’s):k,l,m,n,sEN*},

(2.1)
where
o = a(k,l,m,n,s) =5k* + 81% + 9m? 4 8n? + 55% + 8kl + 6km
+ 4kn + 2ks + 12ml + 8In + 3ls + 12mn + 6ms + 8ns.
As in [15], the hidden regularity for the corresponding adjoint system (1.16) was required.

Here, the result is given in Proposition 2.2.4, which is the key point to prove the control-
lability result.

Finally, for small values of the length L and large time of control 7" we derive a
exact controllability result in (L?(0, L))? by assuming that the controls g;(t) = 0 (resp.
hi(t) = 0) and go(t) = g2(t) = 0. In this case, the analysis of the linearized system is much
more complicated, therefore we use a direct approach based on the multipliers technique,
as in [20]. In all cases, the result obtained for the linear system allows to prove the local
controllability property of the nonlinear system (1.16) by means of a fixed point argument.

The analysis describe above are summarized in the main result, Theorem 2.1.1. How-
ever, in order to make the reading easier, throughout this chapter, we use the following
notation for the boundary functions:

-

h1 = (0,1h1,0), Gi = (g0, 91,92) and hy = (ho, hi, ha), G2 = (0,41,0),
hs = (ho, h1,0), g3 = (g0,91,0) and hy = (0,h1,hs), Go = (0,91, 02),

hs = (0,h1,0), §s = (0,0,0)  and hg = (0,0,0), G = (0,g1,0).

We also introduce the space X := (L%(0, L))? endowed with the inner product

c

L L
(o). (o0)) = [ ule)pteldo+ ] [ o@ppends,  Huo), (ow) € X,
0 0
and the spaces
Hp = H35(0,T) x L*(0,T) x H™3(0,T)

and
Zr = C([0,T}: (L7(0,1))*) N L*(0, T, (H'(0, 1))?)

endowed with their natural inner products.

Thus, our main result reads as follows:

Theorem 2.1.1. Let T > 0. Then, there exists § > 0, such that, for any (u°,°), (u!,v') €
X := (L*(0, L))? verifying

1(u®, %)l + [l (!, 0 ]lx <6,

the following holds:

(i) If L € (0,00) \ Fp, one can find hi.Gi € Hr, for i = 1,2, such that the system
(1.16)-(1.17) admits a unique solution (u,v) € Zr satisfying (1.19).

(i) For any L > 0, one can find thj € Hr, for j = 3,4, such that the system (1.16)-
(1.17) admits a unique solution (u,v) € Zr, satisfying (1.19).
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(iii) Let T >0 and L > 0 satisfying

BCr r
1> 2T [L 7] :
T + c
where Cp is the constant in (2.21) and B is the constant given by the embedding
H%(O,T) C L?(0,T). Then, one can find f_ik,f]’k € Hp, for k = 5,6, such that the
system (1.16)-(1.17) admits a unique solution (u,v) € Zp, satisfying (1.19).

Before close this section, we observe that the exact controllability result given in The-
orem A holds without any restriction of the Length L. However, we believe that, with
another configuration of the controls, it is possible to prove the existence of a critical set
for the system (1.16).

The chapter is organized as follows:

—— In Section 2.2, we show that the system (1.16)-(1.17) is locally well-posed in Zr,
whenever (u°,v°) € (L2(0,L))2, ho, go € H 3(RY), hy, g1 € LAR*) and hs, g €
H 7%(R+). Various linear estimates, including hidden regularities, are presented for solu-
tions of the corresponding linear system. As we pointed out before, such estimates will
play important roles in studying the controllability properties.

— In Section 2.3, the boundary control system (1.16) is investigated for its control-
lability. We investigate first the linearized system and its corresponding adjoint system
for their controllability and observability. In particular, the hidden regularities for the
solutions of the adjoint system presented in the Section 2.2 are used to prove observability
inequalities associated to the control problem.

—- The proof of our main result, Theorem 2.1.1, is presented in Section 2.4. Finally,
the chapter ends with an appendix, where the proof of a technical lemma used in the
paper is furnished.

2.2 Well-posedness

2.2.1 Linear System

In this section, we establish the well-posedness of the linear system associated to (1.16)-
(1.17):

Up + Upgg + AVzge = 0, in (0,L
O+ g + Luggy + Lugee =0, in (0, L
Uz (0,8) = ho(t), uz(L,t) = h1(t), uze(L,t) = ha(t), in (0,T
V22 (0,8) = go(t), vi(L,t) = g1(t), vex(L,t) = g2(t), in (0,T
u(z,0) = u0(z), wv(z,0)=1x), in (0,L

Ut + Ugzy + AUzer = [, in (0,L) x (0,7),

vt + %buxzm + %'Uzmr =5, in (0, L) > (0,7),

Ugz(0,t) = ho(t), uzp(L,t) = hi(t), uge(L,t) = ha(t), in (0,7, (2.3)
'Uzz(o>t) = gO(t)7 U:E(L7t) = gl(t)7 U:m(Lat) = gQ(t)v in (OaT)7

u(x,0) = u'(z), wv(z,0)=12), in (0,L),

with the notation introduced in Section 1. Then, the next proposition shows that the
problem (2.3) is well-posed in the space X.
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Proposition 2.2.1. Let T > 0 be given. Then, for any (u°,2°) in X, f,s belong to
LY(0,T;L?(0,L)) and ﬁ,? € Hrp, problem (2.3) admits a unique solution (u,v) € Zp,
with

Oku, 0k € L(0,L;H'S (0,T)), k=0,1,2. (2.4)

Moreover, there exists C' > 0, such that

(u,v)|| 2 +Z (D5, Dyv) < C{)(u” ) )lx

L (0,L;(H 3" (0,1))2)
+1I( W Dl + I1(F, S)HLI(O,T;(L2(0,L))2)} :

Proof. We diagonalize the main term in (2.2) and consider the change of variable

{ u = 2au + 2a7v,
0= (1) T (1) -7

where \ = \/ 4‘126 . Thus, we can transform the linear system (2.3) into

Ut + O Uppy = ]?7

Ut + QU Vpzg = S,

Uz (0,) = ho(t), Up(L,t) = h1(t), Uaa(L,t) = ho(t), (2.5)
Uz (0,8) = go(t), Vx(L,t) = g1(t), Vza(L,t) = ga(t),

u(r,0) = u%(z), o(z,0) =Y

\

where a4 = % ((f — 1) + )\) and
F=-3 (&S +3) To=-b (R0 1), o= -b(GRhi-da). =012

S=-b(SRf-d0), W=GO-30. G=d(Eh-e). =012

Note that condition (1.20) guarantees that cy are nonzero. Therefore, system (2.5) can
be decoupled into two single KdV equations as follows:

Uy + O Tl = [,
U (0,8) = ho(t), Ua(L,t) = M (1), Tau(L,t) = ha(t), (2.6)
(0, z) = u’(x)

and B B B
UVt + Q4 Ugge = S,
Ug2(0,) = go(t), va(L,t) = g1(¢), Vaa(L,t) = g2(t), (2.7)
9(z,0) = 0°(x).

Here, we consider the solutions written in the form {W5 (t)}:>0 that will be called the
boundary integral operator. For this purpose we use a lemma, which can be found in [22,
Lemma 2.4] (see also [15, Lemma 2.1]), for solutions of (2.6) (or (2.7)). For the sake of
completeness we will present the proof in the Appendix A.1.

Lemma 2.2.2. The solution u of the IBVP (2.6) (or (2.7)), when f =0, 5 =0 and null
imitial data, can be written in the form

N 3
u(z,t) = [W;&r%](x,t) = [W;glrﬁ](:c,t) = Z [W]Tmhm](z:,t),

jm=1
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where

Wb, 1) = [Ujmh] (2,0) + [Umh] (2, 7) (2.8)
with
(U] (1) = = / N 03,200 B (0)dp (2.9)
2 Jy J»

forj=1,3, m=1,2,3 and
1 +oo - 3 >\+ 1 2
Uambl(at) = o5 [ €Pe 00352008 ) (p)ap (2.10)
™ Jo ’

form =1,2,3. Here

AT . AT .
[QF,.h(p) = AjirL(i:;)h+(p), Q3,1 (p) = zf(g)emp)hﬂp) (2.11)

for j =1,3 and m = 1,2,3. Here ht(p) = h(ip*), At(p) and Axm(p) are obtained from
A(s) and Ajm(s) by replacing s with ip® and )\;-“(p) = \;(ip®) where

A=Az ()\1()\3 — A2)e M 4+ Xa(A — Ag)e ™ 4+ Az(Ag — Al)e*AS) ;

Arr = e MAA3(A3 — Aa), Aot = e 2M A3\ — A3), Az1=e A (N2 — \1);
ALQ = /\%)\%(6)‘2 - 6>\3), A272 = )\%A%(GM - e’\l), Ag,g = )\%)\%(6/\1 - 6)‘2);

A1z = ddz(Mae™ — A3e™?), Aoz = M Az(Aze™ — \e™), Agz = Ada(Ae’? — Age).

Since N
@, 3% e x, (f,3) € L*0,T;(L*0,L))%) and h, g € Hr,

by [15, Propositions 2.2 and 2.5], we obtain the existence of (u,v) € Zp, solution of the
system (2.5), such that

ok, 9" € L0, L; H's (0,T)), k=0,1,2,
and

=
h

2
o . - =
1@, 0) 2, + Y 1185, 070) | =€ {H(uoﬂ))llx +1Ch, 9)llar

1—k
L (0,L;(H ™3 (0,T))2
P 22(0,Ls( (0,7))

HI(F S oo |

for some constant C' > 0. Furthermore, we can write 2 and v in its integral form as follows

= t ~
u(t) =Wy ()a’ + Wy, (t) h + /0 Wy (t — 1) f(7)dr,

() = WO + Wy ()G + /0 t Wt — r)3(r)dr,

where {Wi(t)}i>0 are the Cp-semigroup in the space L?(0, L) generated by the linear

operators
+ n
A = —04g ,

with domain

D(AF) ={ge H*0,L): ¢"(0) = ¢'(L) = ¢"(L) = 0},
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and {Wbidr(t)}tzo are the operator given in Lemma 2.2.2 (see also [15, Lemma 2.1] for
more details). Then, by change of variable we can easily verify that

u(t) = Wy (t)u’ + Wy, (t) h —l—/ Wy (t — 1) f(r)dr,
u(t) = Wi () + Wi (1) 7+/WO (t —7)s(7)dr
and the result follows. ]

The global well-posedness of the system (2.2) is obtained using a fixed point argument.

%
Proposition 2.2.3. Let T > 0 be given. Then, for any (u°,2°) € X and h,q € Hr,
problem (2.2) admits a unique solution (u,v) € Zp with

Oku, kv € L°(0,L; H'5 (0,T)), k=0,1,2.
Moreover, there exist C > 0, such that

1, )| 27 +Z (05w, O%v)l|
k=0

{1, )i+ I1CE ) er

Lee (OL(HT(OT)))
+I(f, S)HLl(o,T;(L2(0,L))2)} :
Proof. Let
o0 1k 2
Fri={(wv) € Zr: (uv) € LEO, L (H'F (0,1))2),k = 0,1,2}

equipped with the norm

2

1w, )7 = 1w )z + D (95, Do)

pard Lge(0,L; (H 3 (0,1)? )

Let 0 < 8 < T to be determined later. For each u,v € Fjg, consider the problem

Wi + Wegr + ANzgz = 0, in (07 L) X (07 /3)7
Nt + %wa:v:v + %nzmx = _nga in (07 L) X (07/8)7
wWrg(0,8) = ho(t), wey(L,t) = hi(t), we(L,t) = ha(t), in (0,p), (2.12)
Nea(0,1) = go(t), nu(Lyt) = g1(t), Mua(L,t) = ga(t), in (0, 8),
w(z,0) =u'(z), wv(z,0) =), in (0,L).
According to Proposition 2.2.1, we can define the operator
I': Fg — Fp, given by I'(u,v)= (w,n),
where (w,n) is the solution of (2.12). Moreover,
0,0 -
I, )Lz, < O LI o) e+ 1 Dl + 10,0 o - (213)
where the positive constant C' depends only on T'. Since
1
H(OvUm)HLl(O,B;LZ(O,L)) < gz H(UKU)HFW
we obtain a positive constant C' > 0, such that
- 1
[Pz, < {0l + 1R Dl }+ OB I o)l7, (214)
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Let (u,v) belongs to

€ Br(0) == {(u,v) € Fg : [|(w, )|, <7},

%
with r = QC{H(UO,UO)HX + (R, 7)”%6}. Choosing 8 > 0, satisfying

N

0Bt < 3, (2.15)

from (2.14) we obtain
1T (u, v) || 75 <.
The above estimate allows us to conclude that
I': B.(0) C F3 — B,(0).

On the other hand, note that I'(u1,v1) — I'(ug, v2) solves the following system

(07 6)7
(07 B)?

Wt + Wegr + aNgze = 0, in
ab 1 r .
m + © Wrzz + cNezr = _E(le - UQI)a m

(0,L) x
(0,L) x
Wz (0,t) = we(Lyt) = wee (L, t) =0, in (0,0
(0,8
(0, L

Nz (0,8) = ne (L, t) = nge(L,t) =0, in
w(z,0) =0, wv(z,0)=0, in
Again, from Proposition 2.2.1 and (2.15), we have

[T (u1,v1) = T(u2,v2)|| 7, < Cl[(0, 12 — vau)ll L1 (0,8:(22(0,1))2)
< CB2|(ur,v1) — (uz,v2)| 7,

1
< 5”(“17”1) - (UQ,UQ)H]:Q'

Hence, I' : B,(0) — B,(0) is a contraction and, by Banach fixed point theorem, we obtain
a unique (u,v) € B,(0), such that

I'(u,v) = (u,v) € Fg,

and (2.13) holds, for all ¢ € (0,3). Since the choice of 3 is independent of (u’,v?), the
standard continuation extension argument yields that the solution (u,v) belongs to Fr.
The proof is complete. O

Adjoint System

Consider the following homogeneous initial-value problem associated to (1.16)-(1.17):

Ut + Ugggy + AVzgpe = 0, in (0,L) x (0,7),

v+ Tz + %bumx + %vxm =0, in (0,L) x (0,7),

Uzg (0,8) = up (L, t) = uze(L,t) =0, in (0,7), (2.16)
Vz2(0,t) = vz(L,t) = vye (L, t) =0, in (0,7),

u(z,0) = u’(z), v(z,0)=0%=x), in (0,L).

In order to introduce the backward system associated to (2.16), we multiply the first
equation of (2.16) by ¢, the second one by ¢ and integrate over (0, L) x (0,7"). Assuming
that the functions u, v, and 1 are regular enough to justify all the computations, we
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obtain, after integration by parts, the following identity:
L L

/ (u(z, T)o(x,T) +v(x, T)(x,T)) de — / (uo(x)go(:v, 0) + 0°(2)Y(z, 0)) do =

’ T L abo

/ / u(z,t) (so(x,t) + Paaa (@) + —Vaaa(T, t)> drdt
/ / v(x,t) < x,t) + Cﬂ)(l’,t) + aPrpr(x,t) + 1¢xm($,t)> dxdt
T

- [ ) (o204 Do) i+ [ a0, (000 + Lo ar

0

+/OT ug (L, 1) (%(L t)+ 2 ww (L,t) ) /DT (0, 1) (%(O,t) + ab%<07w> dt

S

T

o200) () + Dna(L) )t [ 00.0) (20,6 + Daa(0.0))

O

T

Vg (L, )< o(L, t)+1¢(L t)>dt+ i V22 (0, 1) <a900t )+ pot))dt

T T

va(L, 1) (WI(L ’+ i%(L t)) dit— [ w0 (wm (0,4) + %(0 t)> dt

0

_|_

T

o(200) (wprn(L0) + (L) + ulLet))

_l’_

S— — S— 5— S—

T 1 1
v(0, 1) (agpm(O,t) + Ewm(o,t) + cib(O,t)) dt.

Having the previous equality in hands, we consider backward system as follows

1+ Paze + G =0, in (0,L) x (0,7), (2.17)
wt + %wz + AP rrx + %wa::bw = 07 in (07 L) X (O,T)
satisfying the boundary conditions,
apz(0,t) + 24p,(0,1) = 0, in (0,7),
02(0,1) + 2Ly, (0,1) = 0, in (0,7),
Paa(Lyt) + ibaa(L,t) = 0, in (0,7), (2.18)
0az(0,1) + Lapy, (0,1) = in (0,7),
apza(L,t) + 21hgy (L, t) + 1/}(L t) =0, in (0,7),
Py (0,t) + z/Jm(O t) + % (0,t) =0 in (0,7)

and the final conditions

QO(ZL'vT) = Spl(ﬂj)’ @ZJ({L‘,T) = 7/)1(-75)7 in (07L)' (2'19)

Since the coefficients satisfy 1—a?b > 0, we can deduce from the first and second equations
of (2.18) that the above boundary conditions can be written as

;

(P;r(()’t) = %(Oat) =0, in <O7T)7
Paa(Lt) + Lippa(L,t) = 0, in (0,7),
0oz (0,t) + Lapy, (0,8) = 0, in (0,7), (2.20)
ara(L,t) + t0ua(L,t) + Z¢(L,t) = 0, in (0,7),
{00z (0, 1) + L4py, (0, 1) + Z26(0,8) = 0,  in (0,7).

The following proposition is the key to prove the controllability of the linear system
(2.2). The result ensures the hidden regularity for the solution of the adjoint system
(2.17)-(2.20).
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Proposition 2.2.4. For any (¢',¢') € X, the system (2.17)-(2.20) admits a unique
solution (p,v) € Zr, such that it has the following sharp trace properties

sup |05, 1 < Crlletllzz0.0),

0<a<i * Shom (2.21)
sup (|09 (@, ) age o < < Crllvt 220,19,

o<z<L )

for k=0,1,2, where C, is a positive constant.

Proof. Proceeding as in the proof of Proposition 2.2.3, we obtain the result. Indeed, first
we consider the change of variable t — T — ¢ and ©* — L — z, then for any (p, ) in Zp,
we consider the system

Ut + Uggz + Lrgae =0, in (0,L)
Ut + QUgzy + Cvxxx = —%vx, in (O, L)
Cp(i’,O) = 300($)7 ¢($70) = l/)O(iU)a in (O7L)a

with boundary conditions

(

uzy(L,t) = vgy(L,t) =0, in (0,7,
Uz (L, 1) = = Ctaa(L, 1) in (0,7),
Uga (0, 1) = —Lhy, (0, 1), in (0,7),
Vae (L, ) = —acpe(L,t) —rip(L,t), in (0,T),
Vz2(0,t) = —acpz4(0,t) — rp(0,¢), in (0,7).
By using a fixed point argument the result is achieved. O

The adjoint system possesses a relevant estimate as described below.

Proposition 2.2.5. Any solution (yp,1) of the adjoint system (2.17)-(2.20) satisfies

1 1 b
TR TW%¢Wm@nm+§W%UWW§@ﬂ+§jWAQ)ﬁMM)
1 ab 2
+ 2 ‘|¢(La ')H%P(O,T) + 5 ' @I(Iﬁ ) + 7¢I(La )
¢ 12(0,T)
b 1 2
+ — a(/)a:(La ) + 7¢IE(L> ) ) (222>
2 ¢ 12(0,7)

with initial data (o*, ') € X

Proof. Multiplying the first equation of (2.17) by —tp, the second one by —%t¢ and
integrating by parts over (0,7") x (0, L), we obtain

Z/OL ©*(z,T) / / (z,t)dxdt + / / oz (@, ) (x, t)dadt

T
—Atpmmwwmwjduﬁ+c%mmwmw—c%@m%@w
L

b
+%w(as,t)som<:c,t) dt
0
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and

/1/12 //Wmtd“"dt—//t%mxt (z,t)dxdt

- /0 bl )i, t) - ¢§<x,t>+”w2<x,t>] it.

2c2 2c2 0
Adding the above identities, it follows that

T 1
§H(<P17¢1)ch = 5“<¢7w)"%2(07T;X)

L

_ /OTt [iw(m,t) (agom(x,t) + %wm(l’,t) + Zw(x,t)ﬂo dt
L

_ /OTt [chd)x(m,t) <a<px(z,t) + %%(x, t)) _ %cpx(x,t) <g0x(:v, P+ “qupz(x,t)ﬂ ar
L

+ /OTt [cp(:r,t) (%z(x,t) + wam(:r,t)> — ;;wz(x,t)] dt.

0

Then, from (2.20), we obtain

T v [T 1
IO <500 DB + 5 [ a(t) (L) + Lun(Lot) ) at

+ = /T ©z(L,1) (%(L,t) + ab%,t(Lat)) dt

bTT/ z/PLtdt—/ $2(0, t)dt

Finally, (2.22) is obtained by applying Young’s inequality on the right hand side of the
above inequality. O

2.2.2 Nonlinear System

In this subsection, attention will be given to the full nonlinear system (1.16)-(1.17). The
proof of the lemma below is available in [11, Lemma 3.1] and, therefore, we will omit it.

Lemma 2.2.6. There exists a constant C > 0, such that, for any T' > 0 and (u,v) € Zr,
1 1
luvalLro,r20,0)) < C(T2 +T3)|ul 25 [|v] ;.-

We first show that system (1.16)-(1.17) is locally well-posed in the space Z7.

%
Theorem 2.2.7. For any (u®,v°) € X and h = (ho,hl,hg),7 = (90, 91,92) € Hr, there
exists T* > 0, depending on ||(u®,v°)|x, such that the problem (1.16)-(1.17) admits a
unique solution (u,v) € Zp« with
Oku,0kv € L°(0, Ly H' (0,T%)), k=0,1,2.
Moreover, the corresponding solution map is Lipschitz continuous.

Proof. Let

Fr = {(u, v) € Zr - (u,v) € L0, L: (H*5" (0, 7)), k = 0, 1,2}
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equipped with the norm

k k
I, 0)lzr = o)z + Z @k 080) st oy

Let 0 < T* < T to be determined later. For each u,v € Fp«, consider the problem

Wt + Wezr + ONpgr = f(u7 7}), ( ) (07 T*)v
Nt + %bwajm:c + %nzzz = S(Ua U); ( ) <O7 T*)?
WMT(Ovt) = ho(t), wx(Lvt) =M (t) W (L’t) = h2(t)7 (0 T*)7 (2'23)
77m(0,t) ZQO(t)7 nm(Lat) :gl( )7 773:3:( at) 292(t>7 (0 T*)
w(xv 0) = uo(x)’ U(]),O) = UO( )7 ( )
where
f(u,v) = —ai(vvg) — az(uv),
and B b
s(u,v) = —va — %(uuw) - %(uv)gc.

Since ||ve|l10,7+;22(0,1)) < B |v]| 2, , from Lemma 2.2.6 we deduce that f(u,v) and s(u,v)
belong to L*(0,T*; L?(0, L)) and satisfy

10 a0z, < CT) +(T3) ([l + (lullzp. + Dllellz, + ol3,.)
(2.24)
for some positive constant C';. Then, according to Proposition 2.2.1, we can define the
operator
L Fpe — Fps, given by I'(u,v) = (w,n),

where (w,n) is the solution of (2.23). Moreover,

%
I, )7 < € {100 + 1K Dl + 1)@z - (225)

where the positive constant C' depends only on T%*. Combining (2.24) and (2.25), we
obtain

%
D)7 <C {1200 L+ [(F . Dl }
%\ 1 %y 1
+COL(T)Z +(T)3) (lullZ,. + (lullzpe +Dllvlz. +v]Z,.)-
Let (u,v) belongs to

B(0) := {(u,v) € Fr+ : [|(w, 0) | 7o <7},
- . .
where r = 2C {H(uo, v lx+ (R, 7)H%T} From the estimate above, it follows that

TG, 0) 70 < 5+ COUTE + (T)F) Br+ 1) (2:26)
Then, by choosing T > 0, such that

CCL((T*)% + (T*)3) (3r +1) < (2.27)

1
2’
from (2.26), we have

1T, 0) || 7 <7

Thus, we conclude that
I': B.(0) C Fr~ — B,(0).
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On the other hand, I'(u1,v1) — I'(ug, v2) solves the system

Wt + Wege + @Npzz = f(u1,v1) — f(ug,v2), in (0,L) x (0,77),
Nt + %wamc =+ %775(/‘3333 = S(Ulavl) - S(UZa'UZ), in (O,L) X (O,T*),
Wiz (0,1) = we (L, t) = wee(L,t) =0, in (0,7%),

Nz (0,8) = Ny (L, t) = nge(L,t) =0, in (0,77),

w(x,0) =0, wv(z,0)=0, in (0,L),

where, f(u,v) and s(u,v) were defined in (2.23). Note that
|f(u1,111) - f(U27U2)| < C2| ((Uz - Ul)UQ,m + U1(02 - Ul)x + (U2(U2 - U1))x
+((ug — ur)v1)e) |

and

|s(u1,v1) — s(uz,v2)| < Co ((v2 — V1) + (U2 — ur)us e + u1(uz — u)s
+(ug(v2 —v1))e + (U2 — u1)v1)a) |,
for some positive constant Cy. Then, Proposition 2.2.1 and Lemma 2.2.6, give us the
following estimate
1T (w1, v1) — Duz, v2)[| 77 < Cl[(f(ur,v1) — fuz,v2), s(ur,v1) — s(uz, v2))|| L1 0,7+, [£2)2)
1 w1
< C3((T7)2 + (T7)3)(8r + 1)[[(ur — uz, v1 — v2)|| 7
for some positive constant Cs. Choosing T, satisfying (2.27) and such that
1
Ca((T")? +(I")3)(8r +1) < 5,
we obtain )
1P (u1, v1) = T(uz, v2) | 7 < 5l (us = uz, 01 = v2) | 7

Hence, I' : B,(0) — B,(0) is a contraction and, by Banach fixed point theorem, we obtain
a unique (u,v) € B,(0), such that I'(u,v) = (u,v) € Fp« and, therefore, the proof is
complete. O

Remark 2.2.8. From the proof of Proposition 2.2.1, we deduce that the solution of the
system (1.16)-(1.17) can be written as

(1) =mao (355} ) +wiwto (3 )

¢ a1(vvz)(7) + az(uv)e (1)
— | Wolt—1 dr,
/0 = < Lup(7) + 222 (uug ) (1) + L (uv), (7) )
with
_ (W () 0 (W, 0
Wo(t) - ( 00 Wo+(t) ) and Wbdr(t) - < b% Wchrlr(t) )7

where {WiE(t)}iso are the Co-semigroup in the space L*(0,L) generated by the linear
operators
AT — _aig///

1 1 2 Yq2
(=)= -)
C C C

D(A*) = {g € H(0,L) : g"(0) = ¢'(L) = ¢"(L) = 0},
and {szjr(«’ﬂ)}tzo is the operator defined in Lemma 2.2.2.

where

oy = —

DN |

with domain
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2.3 Exact Boundary Controllability for the Linear System

%
In this section, we study the existence of controls h := (hg, h1, he) and ¢ = (go, g1, g2) €
Hr, such that the solution (u,v) of the system

Ut + Uggy + AVzge = 0 in (0,L)
(A %Ux + %buxmc + %Umcx =0 in (0, L)
u(z,0) = u'(z), v(z,0)=2"x), in(0,L),

(0,7), (2.28)

with the boundary conditions

{ Uz (0,1) = ho(t), ug(L,t) = hi(t), uge(L,t) = ho(t) in (0,T), (2.29)
Uﬂﬁx(o’t) = gO(t)v USC(L’t) = gl(t)v USCCL‘(L7t) = gg(t) in (O’T)’ ‘
satisfies

u(-,T) = u'("), and v(-,T) =v'(-). (2.30)

More precisely, we have the following definition:

Definition 2.3.1. Let T > 0. System (2.28)-(2.29) is exactly controllable in time T
if for any initial and final data (u®,v°) and (u',v') in X, there exist control functions

= (ho, h1,he) and G = (go,g1,92) in Hr, such that the solution of (2.28)-(2.29)
satisfies (2.30).

Remark 2.3.1. Without loss of generality, we shall consider only the case u® = v° = 0.

Indeed, let (u®,v°), (u',v') in X and ﬁ, 7 inHr be controls which lead the solution (U, )
of (2.28) from the zero initial data to the final state (u',v') — (u(T),v(T)), where (u,v)
is the mild solution corresponding to (2.28)-(2.29) with initial data (u°,v°). It follows
immediately that these controls also lead to the solution (u,v) + (u,v) of (2.28)-(2.29)
from (u®,v%) to the final state (u',v').

In the following pages, we will analyze the exact controllability of the system (2.28)-
(2.29) for different combinations of four controls and one control.

2.3.1 Four Controls
Case 1

Consider the following boundary conditions:

{ Uz (0,t) = ho(t), ug(L,t) = hi(t), uzge(L,t) =0 in (0,7),
V2 (0,8) = go(t), vy (L,t) = g1(t), veu(L,t) =0 in (0,7).

We first give an equivalent condition for the exact controllability property.

(2.31)

_>
Lemma 2.3.2. For any (u',v') in X, there exist four controls h = (hg, h1,0) and q =
(90,91,0) in Hrp, such that the solution (u,v) of (2.28)-(2.31) satisfies (2.30) if and only
if

/oL (v} @) () + v} ()0 () dﬁ_/ ()< (0.) + = w(o t>)
/OT h(t <<Px (L,t) + %(L t)> dt

T

+/ golt <a<p0t + z/z()t))d (2.32)
0
T

+/ g1t <ag0x (L,t) + %(L t)) dt,
0
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for any (¢!, 91 in X, where (p,1)) is the solution of the backward system (2.17)-(2.20)
with initial data (o', y1).

Proof. The relation (2.32) is obtained by multiplying the equations in (2.28) by the solution
(p, 1) of (2.17)-(2.20), integrating by parts and using the boundary conditions (2.31). O

The following observability inequality plays a fundamental role for the study of the
controllability properties.

Proposition 2.3.3. For T > 0 and L > 0, there exists a constant C' := C(T,L) > 0,
such that

2

o=

| S TR R

(a60.+ 1000,

2 2

o=

b
eatz + Lunte.

e

L2(0,T) L2(0,T)

2
. (2:33)
LQ(O,T)

for any (%, 9') € X, where (p,1)) is a solution of (2.17)-(2.20) with initial data (¢*,¥1),
where Ay == 0?.

+ apa(L ) + (L)

Proof. We argue by contradiction, as in [78, Proposition 3.3], and suppose that (2.33) does
not hold. In this case, we obtain a sequence {(¢},11)} en, satisfying

1 ab 2
L= (b))l > n {H(—A»a (mo, )+ 2%y, ->)
¢ 12(0,T)
ab 2 1 1 2
i \ onall)+ L]+ H(—Am <wn<o, )+ 400, ->)
c L2(0,T) ¢ L2(0,L)

Consequently, (2.34) imply that
©n(0,-) + %b¢n(07 ) =0 in
apn(0,-) + %¢n(07 ) =0 in 3
Ona(Ly ) + Loy o(L,-) =0 in L%(
a90n7$(L7 ) + %¢n,m(L, ) —0 in L2(

’ (2.35)

as n — oo. Since 1 — a?b > 0, (2.35) guarantees that the following convergences hold

¢na(Ly) =0, Png(L,-) =0 in L*0,T),

as n — oo. The next steps are devoted to pass the strong limit in the left hand side
of (2.34). First, observe that from Proposition 2.2.4 we deduce that {(¢n,¥n)}nen is
bounded in L?(0,T; (H*(0,L))?). Then, (2.17) implies that {(¢¢mn,%tn)}nen is bounded
in L2(0,T; (H~2(0,L))?) and the compact embedding

H'0,L) — L*(0,L) — H%(0,L)
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allows us to conclude that {(¢n,%n)}nen is relatively compact in L2(0,T;X). Conse-
quently, we obtain a subsequence, still denoted by the same index n, satisfying

(0, ¥n) = (¢,0) in L*(0, T X), as n — oo. (2.37)
On the other hand, (2.21) and (2.34) imply that the sequences

{¢n(0, ) Inen and {1y (0, ) }nen are bounded in H%(O,T).

Then, the following compact embedding

wl—=

Hs(0,T) — L*(0,T) (2.38)

guarantees that the above sequences are relatively compact in L?(0,7), that is, we obtain
a subsequence, still denoted by the same index n, satisfying

(2.39)

{‘Pn<07 ')_>90(07') in L2(07T)7
¢n(0,')—>¢(07') in LQ(OaT)7

as n — oo. Then, from (2.36) and (2.39) we deduce that

Moreover, (2.21), (2.34) and (2.38) imply that {¢,(L,t)}nen and {¢n(L,t) tnen are rel-
atively compact in L?(0,T). Hence, we obtain a subsequence, still denoted by the same
index, satisfying

on(L,-) = o(L,-) in L*(0,T), (2.40)
Yn(L,-) = ¥(L,-) in L*(0,T),
as n — oo. In addition, according to Proposition 2.2.5, we have
1 1 )
(s ¥)l1F < T”(‘Pnﬂ/ln)HLQ(o,T;X) + 5”80n,x(La ')HL?(O,T)
b r
||¢n:e( 20, + Cﬁ”d’n(Lv')HQLQ(O,T)
1 ab 2 b 1 2
+2M%AL»+¢%ALJ o NagnaL) + nar)|
¢ 20,y =€ ¢ L2(0,T)

Then, from (2.35), (2.36), (2.37) and (2.40) we conclude that {(¢L,¥})}nen is a Cauchy
sequence in X and, therefore, we get

(el k) — (', 9" in X, as n — occ. (2.41)

Thus, Proposition 2.2.4 together with (2.41) imply that

{son,x(L, ) = ¢u(L,) in L2(0,T), (2.42)

VYne(L, ) — . (L,-) in L2(0,T)
and

@n,xx(Lv ) + %bqu)n,xoc( ) — prx( ) awax( ),
o0, B0 0,) — e 0.+ B30,

apn m( )+ 177/111 :z:m( D+ %wn( ) — apee(L,-) + 1¢xw( )+ £¢(La s
aPn, mz( ) 177Z}n x:r( ) %¢n( ) — a‘pxm( ) I@Z}x:r( ) £¢(07 ')a
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in L2(0,T) as n — 0o. Since (¢n, vy ) is a solution of the adjoint system, we obtain that

<sz(La ) + %bil}m(L, ) =0,

prx(07 ) + %b%bm:(oa ) =0,

a¢xm(0> ) + %wmx(oy ) + %w(Lv ) =0.
On the other hand, from (2.36) and (2.42), we have

Finally, we obtain that (¢,1)) is a solution of

(01 + Pure + LYy = 0, in (0,L) x (0,7),
Pt + Lthe + 0Praw + 2Vaga = 0, in (0, L) x (0,7),
apza(L,t) + 21hga(L,t) + Zop(L,t) = 0, in (0,T),
az2(0,t) + 10020(0,8) + Zp(0,¢) =0, in (0,T), (2.43)
Poz(Lyt) + Loy (L, t) = 0, in (0, 7). '
Paz(0,1) + Lepy,(0,1) = 0, in (0,7).
0z(0,t) = 19, (0,t) =0, in (0,7),
(2, T) = (), U(z,T) = (x), in(0,L),
satisfying the additional boundary conditions
©(0,t) = ¥(0,1) = o (L,t) = 9p(L, 1) =0 in (0,7) (2.44)
and
I ¢h)llx = 1. (2.45)

Observe that (2.45) implies that the solutions of (2.43)-(2.44) can not be identically zero.
However, by Lemma 2.3.4 below, one can conclude that (¢,1) = (0,0), which drive us to
a contradiction. O

Lemma 2.3.4. For any T > 0, let Ny denote the space of the initial states (p',9') € X,
such that the solution of (2.43) satisfies (2.44). Then, Np = {0}.

Proof. The proof uses the same arguments as those given in [78].

If Ny # {0}, the map (¢!, 9!) € Ny — A(Ny) € CNp (where CNp denote the
complexification of Np) has (at least) one eigenvalue. Hence, there exist A € C and
w0, %o € H3(0,L) \ {0}, such that

Ao + @f + Ly =0, in (0,L),

Ao + L + apy + %@Z){)” =0, in(0,L),

wo(x) = Po(x) =0, in {0, L},

agl(x) + 24f(x) + Lgo(x) =0, in {0,L},

wp () + Ly (x) =0, in {0, L},
[ £0(0) = tho(0) = 0.

The notation {0, L}, used above, mean that the expression is applied in 0 and L.

Since 1 — a?b > 0, the above system becomes

Mpo + ¢ + Ly =0, in (0, L),
Mo + £ + agp + ¢vp’ =0, in (0,L),

©0(0) = ¢5(0) = ¢ (0) = 0,
Yo(0) = 4(0) = ¥5(0) = 0.
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By straightforward computations we see that (pg,%0) = (0,0) is the unique solution of
(2.46) for all L > 0, which concludes the proof of Lemma 2.3.4 and Proposition 2.3.3. O

The following theorem gives a positive answer for the control problem:

Theorem 2.3.5. Let T'> 0 and L > 0. Then, the system (2.28)-(2.31) is exactly control-
lable in time T.

Proof. Let us denote by I' the linear and bounded map defined by

r': L%0,L)xL*0,L) — L?(0,L) x L*(0, L)
(CHONHO) — T(e'(),¥'() = (u(-, T),v(-, 7)),

where (u,v) is the solution of (2.28)-(2.31), with

{ho(t) = (A
g0(t) = (=As)

(0(0,8) + Lp(0,8)),  hi(t) = @u(L,t) + Lopu(L,1t),
(ap(0,2) + L9(0,1)) . g1(t) = apa(L,t) + Lou(L, 1),

and (i, 1)) the solution of the system (2.17)-(2.20) with A; = 07 and initial data (!, ).
According to Lemma 2.3.2 and Proposition 2.3.3, we obtain

(2.47)

Wi ol

b 2
(O 0 D aroay = [al) + Dl
L2(0,T)
1 2
12(0,7)
1 b b
# (803 (0000 + Z60.) 0100 + L0
L2(0,T)

# (80} (ap0)+ 00 ) 0.0+ w0)

C C
ab 2 2
- ‘ ool )+ Lo+ ‘ ao(L) + (L)
L2(0,T) L2(0,T)
2
+ a0t (ast0.+ Lo,
¢ L2(0,T)
1 ab 2
808 (w0.9+ Lo,
£2(0,7)

>C7H (! w3

Thus, by the Lax-Milgram theorem, I' is invertible. Consequently, for given (u',v!') €
(L?(0,L))?, we can define (¢!, ¥!) := I'"}(ul, v!) to solve the system (2.17)-(2.20) and get
(p,9) € Zp. Then, if ho(t), hi(t), go(t) and g1(t) are given by (2.47), the corresponding
solution (u,v) of the system (2.28)-(2.31), satisfies

(u(-,O),v(-,O)) = (0,0) and (u(‘,T),v(-,T)) = (ul(')7vl('))'
O

Remark 2.3.6. An important question is whether the exact controllability holds, in time
T > 0, when we consider the boundary condition with another configuration, for example,

{ Uz (0, 1)

t ugp(L,t) = hi(t)  wuze(L,t) = hao(t), in (0,7T),
Vg2 (0, 1)

—0
=0, vo(L,t) =g1(t), vealL,t) =ga(t), n (0,T). (2.48)
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Observe that, in this case it would be necessary to prove that the following observability
nequality
2

I )% < {H(—Aoé (w2 + Doz

2

L2(0,T)
2

ootz Doz a0t (o + Lo

L2(0,T) L2(0,7)

2
LQ(O,T)} 7

holds for any (p',') in X, where (p,1) is solution of (2.17)-(2.20) with initial data
(o, Y. It can be done using Proposition 2.2.4 together with the contradiction argument
used in the proof of Proposition 2.3.3. Thus, the next result about the exact controllability
of the system (2.28)-(2.48) also holds:

Theorem 2.3.7. Let T > 0 and L > 0. Then, the system (2.28)-(2.48) is exactly control-
lable in time T.

+ a@z(L7 ) + %%(La )

Case 2

We consider the following boundary conditions:
{ Ugz(0,1) =0 ug(L,t) = hi(t)  wuge(L,t) =0, in (0,7),
V22 (0,t) = go(t), wvu(L,t) = g1(t), vgz(L,t) = ga(t), in (0,T).
First, as in subsection above, we give an equivalent condition for the exact controllability
property. It can be done using the same idea of the proof of Lemma 2.3.2.

(2.49)

%
Lemma 2.3.8. For any (u!,v') in X, there exist four controls h = (0,h1,0) and 7 =
(90,91, 92) in Hr, such that the solution (u,v) of (2.28)-(2.49) satisfies (2.30) if and only

if
[ 6@t + 0w we = [ o (ast.0)+ Lo ar
+ [ 00 (apa(0)+ Lnlon))
_ /O ") <agp(L,t) 4 iw@,@) dt (2.50)

r ab
0
for any (o', 91) in X, where (p,1) is the solution of the backward system (2.17)-(2.20).

To prove the exact controllability property, it suffices to prove the following observ-
ability inequality:

Proposition 2.3.9. Let T' > 0 and L € (0,00) \ F,, where F, is given by (2.1). Then,
there exists a constant C(T, L) > 0, such that

2
I wDl < C {H(—Aoé (a0, + 100,
12(0,7)
ab 2 1 1 2
tleaeors Lo |eaot (aptzo+ Lu.)
L2(0,T) ¢ L2(0,T)

apz(L,-) + %¢I(La )

2
L2(0,T) } ’
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for any (', 91) in X, where (p,1) is solution of (2.17)-(2.20) with initial data (¢*, '),

where Ay := 2.

Proof. We proceed as in the proof of Proposition 2.3.3 using the contradiction argument.
Therefore, we will summarize it. Firstly, we show that the sequences { (o}, 1) }en,

and

as n — oo, and

the compact embedding H%(O, T) — L*(0,T), we conclude that (p,1)) satisfies

and

{GWn(Ov ) + éd)n(ov ')}nEN,

{CL(pn(L, ) + %%(L ’)}neN,

1
{awn,x(La )+ Ewn,w(La ) }nen

b
{Spn,:t(lh ) + %wn,x(lh ’)}n€N7

are relatively compact in X and L?(0,T; X), respectively. Next, we proceed as in the proof
of Proposition 2.3.3 to get that

apn(0, ) + %d)n(oa ) =0,

1
apn(L,-) + Eq/)n(La ) =0,

(Pn,m(La ) — 0, ¢1(L7 ) — 0,

H(‘Pa¢)||(L2(o,L))2 =1.
Finally, combining the hidden regularity of the solutions of the adjoint system (2.21) and

Pt + Prgx + %bq;[)zx:r =0

e+ %¢x + aPgax + %¢xwz =0

prac(Lvt) + %bwmx([/:t) =0
@mm(oa t) + a?bwzx(oa t) =0

a@xm(Lat) + %@Z)x:p(Lvt) + £¢(Lat) =0
a22(0,1) + 10p20(0,8) + Z9p(0,¢) = 0

9090(0715) = %(OJ) =0

kSo(va) = (Pl(x)a W%T) = wl(x)

(e, )l = 1.

in (0,L) x (0,T),
in (0,L) x (0,T),
in (0,7),
in (0,7),
in (0,7),
in (0,7),
in (0,7),
in (0, L)
in (0,7),
in (0,7),
in (0,7),

(2.51)

(2.52)

Notice that the solutions of (2.51)-(2.52) can not be identically zero. Therefore, from
Lemma 2.3.10, one can conclude that (¢, ) = (0,0), which drive us to a contradiction. []

Lemma 2.3.10. For any T > 0, let Ny denote the space of the initial states (p',9') € X,
such that the solution of (2.51) satisfies (2.52). Then, for L € (0,00) \ Fr, Np = {0}.
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Proof. By the same arguments given in [78], if Ny # {0}, the map (¢',¢!) € Ny —
A(N7) C CNr has (at least) one eigenvalue. Hence, there exist A € C and ¢,y €
H3(0, L)\ {0}, such that

(Ao + @l + Lyt =0, in (0,L),

Mo + L+ ap + 29’ =0, in (0,L),

apo(r) + %wo(x) =0, in {0, L}, (2.53)
wo(z) = y(x) =0, in {0, L},

wp () + Lag(z) = 0, in {0, L},
| agt (@) + 345 () + Lo(z) =0, in {0, L}.

To conclude the proof of the Lemma 2.3.10, we prove that this does not hold if L €
(0,00) \ Fr. To simplify the notation, henceforth we denote (¢o,%0) := (¢, ).

Lemma 2.3.11. Let L > 0. Consider the assertion

I\ € C,3p, 0 € H30,L)\ (0,0), such that
(Ao + " + 2y =, in (0,L),
/\w 4 %¢/ + agom + %w/// — 0’ in (O,L),
ap(x) + %1/)(1‘) =0, in {0, L},
¢'(z) =¢'(x) =0, in {0, L},
¢ (z) + Ly (x) = 0, in {0, L},
Lay”(z) + Ly (2) + Lp(x) =0, in {0,L}.

Then, (N') holds if and only if L € F,.

Proof. We use an argument similar to the one used in [78, Lemma 3,5]. Let us introduce
the notation ¢(§) = fOL e p(x)dr and V(&) = fOL e~ (x)dz. Then, multiplying the
first and the second equations in (N) by e~*% and integrating by part in (0, L), it follows
that

(° + ) 9(€) + 250
’ [<<¢H($) - a£)¢,,($)) + (i€) <so’(rc) - acbw’(:g))

+Ge (ot + L) )] =0
and
(39° + 20i9) + 1) 949 + alie?o(€) + |( (@) + 17@) + 00
+(i€) (a¢'(@) 4 10/@)) + (9° (ap(o) + Lot ) ) f]j o,

The boundary conditions allow us to conclude that

(6" + Ap(6) + (i) h(e) = (ie)? <90(0) + (o) - <<p(L) i aC%(L)) g> |

P18 + (i) + eAWD(E) + ali)?(6) = .
(2.54)
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Then, from the first equation in (2.54), we obtain

oy ()7 (a+ BeE)  ab(ie)PP(E)
p(&) = GO T A GEESE (2.55)

where a = ¢(0) + 2¢(0) and 8 = —p(L) — 24)(L). Replacing the above expression in
the second equation in (2.54) it follows that

1] . ab(i€)° ] 5o ali€)’ (a+ Bem )
- (15)3 + (i) + cA — W Y(€) = — G + A :
Thus, .
. ac(i€)® (a + Be )

V) =~ A )6 T r(i6) T + (o DAGE) T rAe) + ot (2.56)

Replacing (2.56) in (2.55), we obtain

(i€)% ((i€)3 + r(i€) + cA) (a + Be~iL%)
(1 —a2b)(i€)% + r(i&)* + (c+ 1)A(EE)3 + rA(i€) + cA?

¢(&) =
Setting A = ip, p € C, from the previous identities we can write 1/3(5) = —ifacf(§)] and
¢(§) = —ig(§), where

55 (a + ﬂe_iL§>
P(§) ’

f) =

_ (€ —ré—cp) (a+ pe )

with
P(&) = (1 - a®b)¢® —r&" — (c+ 1)p€’ + rpé + cp®.
Using Paley-Wiener theorem (see [97, Section 4, page 161]) and the usual characterization

of H%(R) functions by means of their Fourier transforms, we see that (N) is equivalent to
the existence of p € C and (a, ) € C?\ (0,0), such that

(i) f and g are entire functions in C,
(i) /R FOP 4 [6P)%de < 0o and [y |g(€)2(1 + [¢[2)2dE < oo,

(iif) V€ € C, we have that |£(€)] < c1(1 + [€])FelImEl and |g(€)] < e (1 + |€])Fell el for
some positive constants c¢; and k.

Notice that if (i) holds true, then (ii) and (iii) are satisfied. Recall that f and g are entire
functions if and only if the roots &y, &1, &2, €3, &4 and &5 of P(€) are roots of &5 (a + Be_iLE)
and £2(&3 — ré — cp) (a + Be‘iLE).

Let us first assume that & = 0 is not a root of P(£). Thus, it is sufficient to consider the
case when o+ Be "¢ and P(¢) share the same roots. Observe that the roots of o+ Be =%
are simple, unless a = 8 = 0 (Indeed, in this case ¢(0)+21(0) = 0 and p(L)+2Lp(L) = 0
and using the system (2.53) we conclude that (¢,%) = (0,0), which is a contradiction).
Then, (i) holds provided that the roots of P({) are simple. Therefore, it follows that (N')
is equivalent to the existence of complex numbers p and &y and positive integers k, [, m,n
and s, such that, if we set

27 27 27 27 27
&1 —fo-i-fk, 52—§1+fl, f3—§2+fm7 f4—f3+fn and 55—54-1-(2%;’),
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P(&) can be written as follows

P(&) = (§ = &) (€ — &)(§ — &)(§ — &)(E — &) (E — &)

In particular, we obtain the following relations:

Sot&+&+E&+86+8 =0, (2.58)

o1+ S +8+8+86)+6(e+8+E8+8)+6(EB+ 8 +Es)

+&3(60 +&5) + &aés = — (2.59)

_r
1—a?b

and

So616a6s6as = (1_CQ%> P

(2.57) and (2.58) imply that
27rk 27rk I 27rk I
§0+<50+L >+<§0+L( + )>+<§0+L( + —|—m)>
+(£o+2L7T(k:+l+m+n)>+<§o+227(k+l+m+n+s)>:0.

Straightforward computations lead to

™

3L
On the other hand, from (2.59), we obtain

& = (bk + 4l +3m +2n + s). (2.60)

2
& (550 + %(51@ AL+ 3m+ 20+ s)>

2 2
+ (50 + Lﬂk> (450 n %(4k+4l 1 3m 420+ s))

+ (éo + 2%(/-@+ l)> <3§0 + 2%(% +3l+3m+2n+ s)>

2 2
+ <£o+£r(k:+l+m)> <2£0+£T(2k—|—2l+2m—|—2n+5)>

2T 2 r
Thus, we have

2

2 4
15€2 + %(2511: 420 + 15m + 100 + 58)€o + — 4 (2.61)

2T Ty

where

n = k(10k 4+ 10l + 9m + Tn + 4s) + [(6k + 6] + 6m + 5n + 3s)
+m@Bk+3l+3m+3n+2s)+nk+l+m+n+s).

Replacing (2.60) in (2.61), we obtain

3rL?
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From the discussion above, we can conclude that

I— W\/(l —a’b)alk,l,m,n, 5)7
3r

foz—g(5k+4l+3m+2n+s), (2.62)

- \/ (1= a®b)o&1 626646

C

where

alk,l,m,n,s) :=5k* + 81% + 9m? + 8n? + 55 + 8kl 4 6km + 4kn + 2ks + 12ml
+ 8In + 3ls + 12mn + 6ms + 8ns.

Now, we assume that {y = 0 is a root of P(£). Then, it follows that p = 0 and

55 (a+ ﬁe—sz) f(a +Be—iL§)
(1 —a2b)é6 —red (1 —a2b)€2 — ¢’

f(&) =

(& —re) (a+pe ™) (&€ —r) (a4 e X
(1-a2)ef —ret E((1—a?b)e?—7)
In this case, (NV) holds if and only if f and g satisfy (i), (ii) and (iii). Thus, (i) holds

provided that
o
= d =
§o=0, &= 12 o §2= ”1—@2()

are roots of a + Be~*L¢. Therefore, we can write & = & + 2%1@, for k € Z. Consequently,
it follows that

9(§) =

1—a?b

-
Finally, from (2.62) and (2.63), we deduce that (N) holds if and only if L € F,, where
F, is given by (2.1). This completes the proof of Lemma 2.3.11, Lemma 2.3.10 and,
consequently, the proof of Proposition 2.3.9. O

L =2k (2.63)

The next result gives a positive answer for the control problem, and can be proved
using the same ideas presented in Theorem 2.3.5 and, thus, we will omit the proof.

Theorem 2.3.12. Let T > 0 and L € (0,00) \ F,, where F, is given by (2.1). Then, the
system (2.28)-(2.49) is exactly controllable in time T.

Remark 2.3.13. As in the previous subsection, the question here is whether system (2.28)-
(2.64) is exactly controllable with another configuration of the boundary condition, for
example,

{ Uz (0,8) = ho(t), uz(L,t) =hi(t), uge(L,t)=ho(t) in (0,T),

’Ux:):(O, t) =0, Ux(L,t) =01 (t), Umﬁ(L7t) =0 in (O,T) (264)

The answer for this question is positive if we prove that the following observability inequal-
ity

[T <C{H 2% (10, + o0, )

(w2 + Doz
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C‘

:

ab
SOOC(Lv ) + 71[)1([’7 )
¢ L£2(0,7)

2
L2(0,T) } 7

L2(0,T)

o=

+

+|(-a
=

apal(L, ) + (L)




holds, for any (¢',91) in X, where (¢,) is solution of (2.17)-(2.20) with initial data
(o1, Y. Note that it can be proved using Proposition 2.2./ together with the contradiction
argument as in the proof of Proposition 2.3.9. Thus, the exact controllability result is also
true in this case.

Theorem 2.3.14. Let T > 0 and L € (0,00) \ F,. Then, the system (2.28)-(2.64) is
exactly controllable in time T.

2.3.2 One Control

In this subsection, we intend to prove the exact controllability of the system by using only
one boundary control hy or g1 and fixing hg = he = gg = go = 0, namely,

U (0,8) =0 ug(L,t) = ha(t), wge(L,t) =0, in (0,T),
{ Vzz(0,8) =0, wv,(L,t) = 0,1 Vee(L,t) =0, in (0,7). (2.65)

N um(O, t) =0 UI(L’ t) =0 umﬁ(Lv t) =0, in (0, T)a
{ ’UQ?(E(Oyt) =0, Ux(L,t) = 91(75), U:rx(L,t) =0, in (O,T) (266)

The result below give us an equivalent condition for the exact controllability and the proof
is analogous to the proof of the Lemma 2.3.2.

Lemma 2.3.15_.> For any (u',v!) in X, there exist one control W= (0,h1,0) and ¢ =
(0,0,0) (resp. h = (0,0,0) and 7 = (0,91,0)) in Hp, such that the solution (u,v) of
(2.28)-(2.65) (resp. (2.28)-(2.66)) satisfies (2.30) if and only if

T

L
1 1 1 1 _
/0 () (&) + 0" (@) (2)) o = /

hl (t) |:§0x(La t) + ib¢x(L> t):| dt
0 c

T

(v [ @@ @+ @t @i = [ oo [aplz.n+ L] a)

for any (o', 1) in X, where (p,%) is the solution of the backward system (2.17)-(2.20).

Note that using the change of variable 2’ = L—x and t' = T'—t, the system (2.17)-(2.20)
is equivalent to the following forward system
1+ Puza + Ftaae = 0, in (0,L) x (0,7),
Py + %wm + aPyza + %wxmm =0, in (07 L) X (07 T)7 (2'67)
CP(I‘,O) :Soo(w)’ ¢($70) :@ZJO(I‘), in (OvL)a

with boundary conditions

Poz(T,) + Loy (z,t) =0, in {0, L} x (0,T),
©z(Lyt) = (L, t) =0, in (0,7).

It is well know (according to the previous sections) that the observability inequality
2

ab
1%, 9% < C |¢a(0,-) + — (0, (2.69)
L2(0,T)
or
1 2
1(¢°, 9213 < Claws(0,-) + =42(0,-) (2.70)
¢ L2(0,T)

plays a fundamental role for the study of the controllability. To prove (2.69) (resp. (2.70)),
we use a direct approach based on the multiplier technique that gives us the observability
inequality for small values of the length L and large time of control 7.
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Proposition 2.3.16. Let us suppose that T > 0 and L > 0 satisfy

1> [L+ } (2.71)
where Cr is the constant in (2.21) and (3 is the constant given by the embedding Hs (0,7) C
L?(0,T). Then, there exists a constant C(T,L) > 0, such that for any (¢°,¢%) in X the
observability inequality (2.69) (resp. (2.70)) holds, where (¢, 1)) is solution of (2.67)-(2.68)
with initial data (©°,°).

Proof. We multiply the first equation in (2.67) by (T — )¢, the second one by (T — t)y
and integrate over (0,7") x (0, L), to give us:

/ )+ 1/10 //< (z,t) + 1/12(a:t)>d:1:dt

(2.0) (porlLut) + Dumal 1))

-Zéw(L,t) <(I<P:mv(Lat) + wm(th) + zrcw(L’t)ﬂ “

" /0 (T 1)

_ /0 T(T — 1) :4,0(0,25) (M(o,t) + “C%(o,t)ﬂ dt
T

+ [y
T

b 20,1
b [ @0 =200 (apm0.0 + =00 Zi0,n) s
0 e c 2c
1T 2ab b
#3 [ @0 200+ 22000000 + Su20.0]
0
From the boundary conditions (2.68), we have that

1 br br (TT—¢
0 .,0y(2 2 2 2
16, 8O3 <7160 O Baozia) + 21000, B20m) — o5 /O (0

r 2ab b
+ [ [200+ 20 0.00.0.0 + Zu20.0|

1 9 Bbor 9
§T||(907¢)HL2(D,T;X)+ﬁuw( ol

H3(0,T)
1 ab 2
+ =7 @x(o, ) + 71&%(07 ) )
a?b ¢ L2(0,T)
1 Bbr
(resp. 1% 09013 < 00 DB + 00,

1
+—
a?

apy (0, -) + ¢x( )

2
L2(0,T)>

where 3 is the constant given by the compact embedding H%(O,T) C L*(0,T). On the
other hand, note that L°°(0, L) C L*(0, L), thus

lo(s 22000y < Lol ) 2morys and [0 Ol 220.0) < LI ) 2orys  (2:72)
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Hence,
2 r 2 b 2
0 DB = [ { I OBy + L9 DIE 01
T 2 b 2
<2 [ Lot Ol +Hw<-,t>||m,m}dt

< 2 ;
LIBHSOHHB(OTLOO(O L)) H77/}"[—13 OTL°°(0 L))

Thanks to the Proposition 2.2.4, we obtain

L/BCT bL,BCT ﬂCTbT’

1% ) 1% %12 20,2y + 19011720, + 57 19° 720,
2
e \ (0. + L0,
a?b c £2(0T)
LBCy ﬁCTT
STII(@OWO)H%« 1%, )%
1 2
+ =7 a2b ©z(0,) + 71/}96( ) .
L2(0,T)
Finally, it follows that
0 ,,04]2 ab ?
1600l <K 200, + 2200,
¢ L2(0,T)
under the condition )
1 BCT r1\
K=— (1—T [L+CD > 0. (2.73)
O

From the observability inequality (2.69), the following result holds.

Theorem 2.3.17. Let T > 0 and L > 0 satisfying (2.71). Then, the system (2.28)-(2.65)

(resp. (2.28)-(2.66)) is exactly controllable in time T.

Proof. Consider the map

I': L20,L)x L%0,L) —s L2(0,L) x L2(0,L)
@) 9'0) o T'(), %) =

where (u,v) is the solution of (2.28)-(2.49), with

{hl(t) = ‘Pm(L’t) + %b@ba:([’»t)a
gl(t) = a@x(Lat) + %wx(Lat)a

and (p,) is the solution of the system (2.17)-(2.20) with initial data (', 9!). By (2.69)

(resp. (2.70)) and the Lax-Milgram theorem, the proof is achieved.
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2.4 The Nonlinear Control System

We are now in position to prove our main result considering several configurations of the
control in the boundary conditions. Let T" > 0, from Theorems 2.3.5, 2.3.7, 2.3.12, 2.3.14
and 2.3.17, we can define the bounded linear operators

A X x X — HrxHr  (i=1,2,3,4,5,6),

)

Proof of Theorem 2.1.1. We treat the nonlinear problem (1.16)-(1.17) using a classical
fixed point argument.

such that, for any (u°,v°) € X and (u!,v!) € &,

()02

where l_iz and g; were defined in the Introduction.

STCA

According to Remark 2.2.8, the solution can be written as

( Zg; ) =Wo(t) < :}Lg ) + Whar (1) < Zﬁj >

t a1 (vug)(T) 4 az(uv), (1)
N /0 Wolt =) < Lup(7) 4+ 220 (wuy ) (1) + 42 (uv)(7) ) o

c Cc

for i = 1,2,3,4,5,6, where {Wy(t)}+>0 and {Whar(t)}+>0 are the operators defined in
Proposition 2.2.1. We only analyze the case ¢ = 1, since the other cases are analogous we
will omit them.

For u,v € Zp, let us define

(wiatnn )= [ wotr=n (i) Lt ) ) o

and consider the map

(2o () e (£)(5) (o)

t a1 (vug)(T) + az(uv)z(7)
- /0 Wo(t — ) < Tvg (1) + @(uux)(T) + M(UU)I(T) ) i

) on () (%) + (). e

from Theorem 2.3.12, we get

If we choose

F(Z)‘tT:<Zi>+<V(T,vu,v)>_<V(T7vu,v)>:<zi>'

Now we prove that the map I' is a contraction in an appropriate metric space, then its
fixed point (u, v) is the solution of (1.16)-(1.17) with /; and §, defined by (2.74), satisfying
(1.19). In order to prove the existence of the fixed point we apply the Banach fixed point
theorem to the restriction of I' on the closed ball

By ={(uv) € Zr: (wv)lz, <7},

for some r > 0.
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(i) T maps B, into itself.

Using Proposition 2.2.3 there exists a constant C'; > 0, such that

L, e lCL s (G- ) G )

{1 )
Moreover, since

() +a%b<uux>< ) B (o
b ()i )+ Gt D, =

@2

.

G )L AL
)

J

applying Lemma 2.2.6, we can deduce that

k()

where Cjy is a constant depending only on 7. Thus, choosing r and § such that

< C30 + 04(7“ + 1)7“,
Zr

r= 2035

and 1
203C460 + Oy < >

the operator I" maps B, into itself for any (u,v) € Zp.
(ii) T is contractive.
Proceeding as in the proof of Theorem 2.2.7, we obtain
r()-r(3) =)
v v v—0

for any (u,v), (u,v) € B, and a constant C5 depending only on 7. Thus, taking § > 0,
such that

S 05(7" + 1)’/“
Zp

I

Zr

v =2C3C50 + C5 < 1,

)-GOl =l (=)

Therefore, the map I' is a contraction. Thus, from (i), (ii) and the Banach fixed point
theorem, I" has a fixed point in B, and its fixed point is the desired solution. The proof
of Theorem 2.1.1 is, thus, complete. O

we obtain

S

Zp
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CHAPTER
THREE

BOUNDARY CONTROLLABILITY OF A NONLINEAR
COUPLED SYSTEM OF TWO KORTEWEG-DE VRIES
EQUATIONS WITH CRITICAL SIZE RESTRICTIONS
ON THE SPATIAL DOMAIN: DIRICHLET-NEUMANN
BOUNDARY CONDITIONS

This chapter is devoted to improve the controllability results obtained by Cerpa et al.
in [20] and by Micu et al. in [09] for a nonlinear coupled system of two Korteweg-
de Vries (KdV) equations posed on a bounded interval. Initially, in [69], the authors
proved that the nonlinear system is exactly controllable by using four boundary controls
without any restriction on the length L of the interval. Later on, in [20], two boundary
controls were considered to prove that the same system is exactly controllable for small
values of the length L and large time of control T. Here, we use the ideas contained
in [17] to prove that, with another configuration of four controls, it is possible to prove
the ezistence of the so-called critical length phenomenon for the linear system, i. e.,
whether the system is controllable depends on the length of the spatial domain. In
addition, when we consider only one control input, the boundary controllability still
holds for suitable values of the length L and time of control T. In both cases, the
control spaces are sharp due to a technical lemma which reveals a hidden regularity for
the solution of the adjoint system.

3.1 Main result and notations

The results obtained in this Chapter were motivated by the results obtained in [26] and [69].
Although the analysis developed by the authors can be compared to the analysis developed
by Rosier [78] for the KdV equation, the problem related to the existence of critical
lengths addressed by Rosier was not studied, more precisely, the existence of the so-called
critical length phenomenon. Indeed, Rosier proved that the linear KdV equation is exactly
controllable by means of a single boundary control except when L lies in a countable set of
critical lengths. This was done using the classical duality approach and the critical lengths
found by Rosier are such that there are eigenvalues of the linear problem for which the
observability inequality leading to the controllability fails.

Having all these results in hands, a natural question to be asked here is the following
one.

Critical Length Phenomenon: Does the system (1.16)-(1.18) present the critical length
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phenomenon ?

Recall that we consider the system (1.16) with the following four controls

{ u(0,t) =0, u(L,t) =0, uz(L,t) = ho(t) in (0,7), (3.1)

v(0,8) = go(t), v(L,t) = g1(t), ve(L,t) =ga(t) in(0,T).
As conjectured by Capistrano—Filho et al. in [17], indeed we can prove that system (1.16)-

(3.1) is controllable if and only if the length L of the spatial domain (0, L) does not belong
to a new countable set, 1. e.,

_ 52
L¢F = {W\/(l @blalk,bm,n,s) 4y e N}, (3.2)

3r
where

o = a(k,l,m,n, s) =5k + 81 + 9m? + 8n? + 55 + 8kl + 6km
+4kn + 2ks + 12ml + 8Iin + 3ls + 12mn + 6ms + 8ns.

Furthermore, it is possible to get the controllability of the system by using only one control

uw(0,t) =0, u(L,t)=0, wug(L,t)=ha(t) in (0,7),
{ v(0,t) =0, wo(L,t)=0, v, (L,t)=0 in (0,7),

under the condition

min{b, c} T (3.3)

L< max{b, c}SCy "’

where C7 is the positive constant in (3.37) and S is the constant given by the embedding
H3(0,T) C L2(0,T).

The analysis described above is summarized in the main result of this chapter, Theorem
3.1.1. In order to make the reading of the proof easier, throughout the chapter we use the
following notation for the boundary functions:

}_il = (anth)v gl = (90791)92) and }_i? = (0707h2)) g? = (07070)
We also introduce the spaces of the boundary functions as follows
Hrp = H3(0,T) x H3(0,T) x L*(0,T) (3.4)

and
Zyp = C([O’ T]; (L2(07 L))2) n LQ(Oa T, (Hl(O, L))Z)’ (3'5)

endowed with their natural inner products. Finally, we consider the space X := (L%(0, L))?
endowed with the inner product

L L
(1, 0), (0, ) = /O u(a)p(z)de + /0 v(@p(@)dr, ), (o, 8) € X.

c

With the notation above, we can answer the question mentioned in previous subsection as
follows:

Theorem 3.1.1. Let T > 0 and L > 0. Then, there exists 6 > 0 depending on L, such
that for (u,2°), (u',v') in X verifying

H(uova)HX + H(ulvvl)”)f < 67

the following holds:
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(i) If L € (0,+00)\F., then, one can find hy,§ € Hr, such that the solution (u,v) € Zr
of the system (1.16)-(1.18) satisfies (1.19).

(it) If L > 0 fulfills (3.3), then, one can find ha, o € Hr, such that the solution (u,v) €
Zp of the system (1.16)-(1.18) satisfies (1.19).

Theorem 3.1.1 will be proved using the same approach that Capistrano—Filho et al.
used to establish Theorem C. In order to deal with the linearized system, we also use
the classical duality approach [39,63] which reduces the problem to prove an observability
inequality for the solutions of the corresponding adjoint system associated to (1.16)-(1.18):

Ot + Poze + Lrgae = 0, in (0,L) x (0,7),

Yt + Lhg + arze + Tpez = 0, in (0,L) x (0,T),

0(0,t) = (L, 1) = 4(0,t) =0, in (0,7), (3.6)
P(0,t) = (L, t) = ¢(0,) = 0, in (0,7),

p(x,T) =¢'(x), ¢, T)=1¢'(z), n(0,L).

Similarly, as in [17], one will encounter some difficulties that demand special attention.
To prove assertion (i) we need to prove a hidden regularity for the solutions of the system
of the linear system (3.6). In our case, the result is given by the following lemma.

Lemma 3.1.2 (Kato sharp trace regularities). For any (¢°, %) € X, the system (3.6)
admits a unique solution (¢, V) € Zr, such that it possess the following sharp trace prop-
erties

k k 0,0 _
5 1080 ), 080w Nl e 0 < Ol A azonyes Jor k=0,1,2. (37

The sharp Kato smoothing properties of solutions of the Cauchy problem of the KdV
equation posed on the whole line R due to Kenig, Ponce and Vega [55] will play an
important role in the proof of Lemma 3.1.2. In what concerns the assertion (ii), the
observability inequality for the solutions of (3.6) is proved using multipliers together with
the Lemma 3.1.2. Tt is precisely the hidden regularity (sharp trace regularity) given by
Lemma 3.1.2 that enable us to prove Theorem B with less controls.

The program of this work was carried out for the particular choice of boundary control
inputs and aims to establish as a fact that such a model has the interesting qualitative
properties initially observed for the KdV equation. Consideration of this issue for nonlinear
dispersive equations has received considerable attention, specially the problems related to
the study of the controllability properties.

The plan of this chapter is as follows.

— In Section 3.2, we show that the linear system associated to (1.16)-(1.18) is globally
well-posed in Zp. Additionally, we present various estimates, among them Lemma 3.1.2
for the solution of the adjoint system.

—- Section 3.3 is intended to show the controllability of the linear system associated
with (1.16) when four controls are considered in the boundary conditions. Moreover, when
only one function is a control input the boundary controllability result is also proved. Here,
the hidden regularities for the solutions of the adjoint system presented in the Section 2
are used to prove observability inequalities associated to the control problem.

— In Section 3.4, we prove the local well-posedness of the system (1.16)-(1.18) in
Zp. After that, the exact boundary controllability of the nonlinear system is proved via
contraction mapping principle.

—- Finally, Section 3.5 contains some remarks and related problems.
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3.2 Well-posedness

3.2.1 Linear homogeneous system

Firstly, we establish the well-posedness of the initial-value problem of the linear system
associated to (1.16)-(1.18):

Ut + Ugzy + AUzze = 0, in (07 L) X (07 T)7

v+ Tz + %bumx + %Uxm =0, in (0,L) x (0,7),

u(0,t) = u(L,t) = uy(L,t) =0, in (0,7), (3.8)
v(0,t) = v(L,t) = vy (L,t) =0, in (0,7,

u(z,0) = u’(z), wv(z,0) =0%=x), in (0,L).

Let us define the operator A by
Orax aOrax
u U
A<v>__< %bam L R ) (U> (3.9)
with domain

D(A) = {(u,v) € (HB(O,L))2 cu(0) =v(0) =u(L) =v(L) =uy(L) = vy (L) = 0} Cc X.

The linear system (3.8) can be written in abstract form as

Uy = AU.
! ’ (3.10)
U(0) = Uy,
where U := (u,v) and Uy := (u°,2°). We denote by A* the adjoint operator of A, defined
by
) ab g
. © TTT ¢ Yzrax %
A = 1 3.11

with domain
D(A™) = {(¢,¥) € (H*(0,L))* : 9(0) = 9(0) = (L) = $(L) = ¢(0) = ¢(0) = 0} C X.
The following results can be found in [69].

Proposition 3.2.1. The operator A and its adjoint A* are dissipative in X.

As a consequence, we have that (see Corol. 4.4, page 15, in [77]):
Theorem 3.2.2. Let Uy € X. There exists a unique (weak) solution U = S(-)Uy of (3.8)
such that
UeC(0,T);X)nH" (0, T (H %(0,L))%) . (3.12)
Moreover, if Uy € D(A) then (3.8) has a unique (classical) solution U such that
U € C([0,T); D(A)) N CH((0,T); X).
The next result reveals a gain of regularity for the weak solutions given by Theorem
3.2.2.
Theorem 3.2.3. Let (u°,0°) in X and (u,v) the weak solution of (3.8). Then,
(u,0) € L2(0,T; (H(0, 1))
and there exists a positive constant cy such that
1w, )|l L2021 0,2))2) < oll (W, 1°)]| -
Moreover, there exist two positive constants ci and co such that
(0, ), v (0, NIF < el (7)1
and

1
I1(u®, %) 1% < 7w, 720752 + c2ll(ua(0, ), vz (0, )1

46



3.2.2 Linear nonhomogeneous system

In this subsection, we study the nonhomogeneous system corresponding to (1.16)-(1.18):

Ut + Uzge + Ve = 0, in (0,L) x (0,7),
Vg + LUg + %buzm + %vmm =0, in (0,L) x (0,7),
w(0,8) = ho(t), u(L;t) = hi(t), ue(L,t) = ha(t), in (0,T), (3.13)
v(0,1) = go(t), v(L,1) = gi1(t), va(L,t) = g2(t),  in (0,T),
u(z,0) = u’(z), v(z,0) =), in (0,L).
The next well-posedness result can be found in [69, Theorems 2.3, 2.4].

Theorem 3.2.4. There exists a unique linear and continuous map
2 X x (HY(0,T))2 x (H(0,7))? x (L2(0,T))2 = C([0,T]; ) N L*(0, T (H'(0, L))?)
such that, for any (u®,v°) in D(A) and hi, g; in CZ[0,T), with i =0,1,2,
U((u®,2°), (ho, go, h1, 91, ha, g2)) = (u,v)

where (u,v) is the unique classical solution of (3.13). Moreover, there exists a positive
constant C > 0 such that

s )2 o.7.20) + 1t 0) | 20,7501 0,2)2)
2

< O [ 0)F + Dl o,y + llgill o, )
=0

Our main goal in this subsection is to improve Theorem 3.2.4. We will obtain some
important trace estimates, using a new tool, which reveals the sharp Kato smoothing (or
hidden regularity) for the solution of system (3.13). In order to do that, we consider the
System

U + U:z::z:a: + wam: = f, in (0’ L) X (O’ T),

vp + 2 c uxz‘x + Uz‘xx =S, in (07 L) X (O7T)7
w(0,t) = ho(t), w(L,t) = ha(t), ue(L,t) = ho(t), in(0,T), (3.14)
( ) ( ) ( ) = gl(t ) Ux(L7t) = QQ(t)’ in (O,T),
(:1:,0) u®(z), (a:,()) =0(x), in (0, L),

where f = f(x,t) and s = s(x,t). Then, we have the following result:

Prog)sition 3.2.5. Let T > 0 be given, for any (u°,v°) in X, f,s in L'(0,T;L?(0,L))
and h := (hg, h1, h2), ? := (90,91, 92) in Hr, the IBVP (3.1}) admits a unique solution
(u,v) € Zp, with

Oku, kv € L°(0,L;H' (0,T)), k=0,1,2. (3.15)

Moreover, there exists C' > 0, such that

2
I, 0)llz + Y 1(@u, 830)l,

k=0

(OLH (OT)) {H(u v )H LQOL)2+|| h ? |HT

+1(f, )l omr20,0)) - (3-16)
To prove the Proposition 3.2.5, we need an auxiliary result.
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Proposition 3.2.6. Consider the following nonhomogeneous Korteweq-de Vries equation

Ut + QUgze = f, in (0,L) x (0,7),
w(0,t) = ho(t), w(L,t) = hi(t), ug(L,t) = ha(t), n (0,T), (3.17)
u(z,0) = u’(z), in (0, L).

%
For any v° € L?(0,L), f € LY(0,T;L?*(0,L)), h := (ho,h1,h2) € Hr and a > 0, the
IBVP (3.17) admits a unique solution

u € Xp := C([0,T); L>(0,L)) N L*(0,T; H' (0, L))

with -
OFue LX0,L;H 5 (0,T)), k=0,1,2. (3.18)

Moreover, there exists C > 0, such that

1—-k
2(0,L;H73(0,7))

_)
< LIl + 1H Dller + 109l orzzory |- (3:19)

2
k
luller + Y 05ull,
k=0

Proof. When k = 0,1 the result was proved by Bona, Sun and Zhang in [I1]. Therefore,
for the sake of completeness, we prove the result for the case when k& = 2.

Proceeding as in [11], it is sufficient to prove that the solution v of the following linear
non-homogeneous boundary value problem,

Vi + Qggy = 0, in (0,L) x (0,7),
v(0,t) = ho(t), v(L,t) =M (t), Ua:(Lvt) = ha(t), in (0,7), (3'20)
v(z,0) =0, in (0,L).
satisfies N
2
s 0800y ) < Orl Bl CEN

Indeed, applying the Laplace transform with respect to ¢, (3.20) is converted to

s0(z, s) —i—Aa@xm(ac,s) = O,A ) in (0,L) x (0,7),
0(0,s) = ho(s), 0(L,s) = hi(s), 0z(L,s) = ha(s), in (0,7T), (3.22)
i(z,0) =0, in (0, L)

where
O(x,s) = / e *tu(x,t)dt and h;(s) = / e th;(t)dt, j=0,1,2.
0 0

The solution ©(z, s) can be written in the form o(z,s) = Z?:o cj(s8)e M) where \j(s)
are the solutions of the characteristic equation s + a3 = 0 and ¢;(s), solve the linear
system

1 1 1 co ho
eMo eM eM? c1 =1 h
A€M AjeM Nget2 Co fLQ

Using the Cramer rule, we obtain ¢;(s) = AA]'((SS)), j =0,1,2, where A(s) is the determinant

of the coefficient matrix and Aj(s) the determinants of the matrices that are obtained
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—
by replacing the ith-column by the column vector h := (hg(s), h1(s), ha(s)). Taking the
inverse Laplace transform of v, yields

2 r+ico .
v(z,t) = 1 Z/ e‘gtL] (5) i) g

271 =5 Jrico A(s)

for any r > 0. Note that, v may also be written in the form

2

v(@,t) = > vm(x,t), (3.23)

m=0

where vy, (x,t) solves (3.20) with h; = 0 when j # m, m,j = 0,1,2. Thus, v,, take the
form

2 r+1i00 . s N
U (2, 1) = iz / eStAJA’T(nS())e’\j(S)“hm(s)ds i= (W (£) B ()] (22) (3.24)

j=0 T—100
where Aj,,(s) is obtained from Aj(s) by letting hm = 1 and iLj =0, for j #m, j,m =
0, 1,2. Moreover, note that, the right-hand sides are continuous with respect to r for » > 0.
As the left-hand sides do not depend on r, it follows that we may take r = 0. Thus, we

can write v, as

vm(x,t) = vl (2, 1) + v, (2, 1), (3.25)
where
2 .
1 100 A . (8) . “
+ _ st =3,m Aj(s)x
vy (x,t) 57 E /0 e As) e\, (s)ds,

2,0
- — 1 st Aj7m(8) Aj(s)x g,
v (x,t) = 57 jE:O /_iooe AGS) e’ TR, (s)ds.

Making the substitution s = iap>L? with p > 0 in the characteristic equation, the three
roots are given in terms of p by

Xo(p) =iLp, Ai(p) = —ilLp (1 +2Z\/§> , Xa(p) = —iLp (1 _;ﬁ> .

Thus, v}, and v, have the following representation,

v

3aL3 & o s, AT (P) A+ (as
() = / elor’ Lt —3m 2 A (p)zf +
wo=5-3 et oL
- (3.26)
where A;m(p) = Ajm(iap3L3), AT(p) = A(iap3L?), )\j(p) = \j(iap®L3) and by (p) =

hom (iap3L?). Thus, we have

3aL3 2 > io A+m(p) F(p)x3
Rvh(a,t) =5 = /0 e ﬂ‘”’Lgt(Aj(p))?Aﬁ*(p)e% ©ht (p)p*dp
7=0

IR AL 00) 3+ 0ye
“ 52 e 002 e it 0

where 6(p) is the real solution of = ap®L3, for p > 0. Here

Ao(p) = iLp,  Mip) = —iLp (1 +2@\/§> , Aa(p) =—iLp <1 _2“/3> .
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Applying Plancherel Theorem (with respect to t), yields for any = € (0, L),

||8§v;,§(x,-)H2H_§(OT) - 271‘2/ ™ :
1 2 )
§ —2
T on /0 a”ip

Jj=

2 A5 (0(1) AN ()

A SOm) i

i, (6(1))

o) B0,

OF e x5y

m(p) + T 2 2
ikt W (o)| dp
On the other hand, note that
sup ‘ekar(p)x sup )e)‘ir(p)x < eépL, sup ‘6)\;@)1 SCe_gpL
0<az<L 0<z<L 0<z<L
Then, it follows that
St (o 2 B NI O TSUNCY
20ty gy <C8 [ot| ZEE [no)] o
4 V/3pL AJF (p)Zjﬁ 2d 4—\prA+ (p)2ﬁ+ 2d
++/O pe r() m(P)‘ P/ pe AT m(P)‘ P
At (p) : .
Using the estimates of Jf&p) proved in [I1], that is,
A(J)r,o(P) N e_gpL Afo(ﬂ) e~ V3L Aio(ﬂ) o1
Ar(p) At(p) At(p)
ALW L [ALW) e AL .
A%(p) At(p) A7(p)
Aga(p) ! AT,(p) N p’le_gpL A3 5(p) o1
A*(p) At (p) At (p)
we obtain
2 2 X alis 373
o2t @,y 0y <C [t i )] o = c/ \ho i 1?)| do

/ e~ Pl (1) dt dp.
0

0

Setting 1 = ap3L3, it follows that
2

2 2 — > 4 > —iap® L3t
205 @ )2y gy =€ [0t [ e byt ap
o] o) 2
gC/ u% / e M ho(t)dt| du
0 0
< 2 )
< Clhol,y g,

Similarly, we obtain estimates for 92v; and 02vy in H 7%(0, T). Indeed,

2 2
1077 (2, )| a-tom = < Cllhalf? 1 )

20



and

005 @,y gy <€ [ 2 R7 0 do < sl

Thus, (3.21) follows from (3.23), (3.25) and (3.26). We also observe that, as in [l1,
Theorem 2.10], the solutions can be written in the form of the boundary integral operator
Whiar as follows

v(z,t) = [Wbdrﬁ](m,t) = Z[Wj(t)hj](x), (3.28)
where W; is defined in (3.24). O

Proof of Proposition 3.2.5. Consider the change of variable

u = 2au + 2av,
{v=((i—1)+A)ﬂ+((1—1)—,\)5 (3.29)

with A\ = \/(% - 1)2 + 4‘1721’. Thus, we can transform the linear system (3.14) into

Ut + 04 Vggg = S,

u(o, t)+— ho(t), W(L,t) = ha(t), Ua(L,t) = ha(t), (3.30)
9(0,t) = go(t), O(L,t) = Gi(t), va(L,t) = ga(2),
u(z,0) = u(2), ’U(:C,O) =1'(z),

f: —% (%f‘i‘%:ﬁ), a():—% (%UO_%UO)a hz:_% (%hz_%gl)a i:0a1a27
R CY RPN T C RN ST PN TR

The system (3.30) can be decoupled into two KdV equations as follows:

Up + O Uggy = ]?7 Vg + a+6xxx =5,

4(0,) = ho( ), W) =hi(t),  ana { U08)=g0(t), UL, =Gi(1), (331)
U (L, t) ha(t), e (L, 1) = ga(2),

u(0,2) = u%(z) o(x,0) =°(z).

Note that for a4 to be nonzero, it is sufficient to assume that a?b # 1. Then, it is easy to
see that

@ ex, (F3) el 0.T:(L20.0)), h. 5 eMHr

By Proposition 3.2.6, we obtain the existence of (u, v), solution of the system (3.31) belongs
to Zr, such that
oka, k5 € L°(0, Ly H'5 (0,T)), k=0,1,2

and

2
= =
~ o~ Jo~ k~ ~0 ~0 P
Dlzr + IO, s oy < €L 1E T zzoe + 10 Dl

+”(f~a§)HL1(O7T;L2(O,L))} .
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Furthermore, as in [11], we can write u and v in its integral form:

- t _
u(t) =Wy ()’ + Wy, () h + /0 Wy (t —7)f(7)dr,

o(t) = Wy ()" + WZET(t)’? + /0 Wy (t — 7)3(7)dr,

where {Woi(t)}tzo is the Cp-semigroup in the space L?(0, L) generated by the linear op-
erator
Aﬁ: = —ag g///

with domain

D(A%) ={ge H*0,L): g(0) = g(L) = g'(L) = 0},

and {ijér(t)}tzo is the operator given in (3.28). By using the change of variable, it is
easy to see that

{u(t) = Wy (u® + Wi, ()5 + [ Wy (t—7)f(r)dr,
(t) = Wi ()00 + Wb ()G + [ W (t — 7)s(7)dr.

Therefore, the prove is complete. O

By using standard fixed point argument together with Propositions 3.2.5 and 3.2.6 we
show the global well-posedness of the system (3.13).

—
Theorem 3.2.7. Let T > 0 be given. For any (u°,v") in X and h := (ho,h1,h2),
7 = (90,91, 92) in Hr, the IBVP (3.13) admits a unique solution (u,v) € Zp, with

Oku, kv € L°(0,L;H' (0,T)), k=0,1,2.

Moreover, there exist C > 0, such that

2
1(w, 0) 20 + D 1185, Do)

k=0

- < 0.0 i
peton' oz < € U@ Oz, + 107 Dlr

+1(fs)lprorrzo.n) b - (3:32)

3.2.3 Adjoint system

We can now study the properties of the adjoint system of (3.8):

Ot + Pagx + %waxx =0, in (0,L) x (0,7), (3 33)
wt + %1/}1’ + 0Pgzr + %wa:acx = 07 in (07 L) X (O,T ) .
with the boundary conditions,
1/}(0’ ) = ¢(L’ t) = ¢I(O’t =0, in (OvT) ‘
and the final conditions
p(@,T)=¢" (), (@ T)=9'(z), in(0,L). (3.35)
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Observe that, applying the change of variable t =T — ¢, we obtain

Pt — Paze — Lrgze =0, in (0,L) x (0,7),

VY — Lthy — 0Przz — 2gaa =0, in (0,L) x (0,7),

©(0,t) = p(L,t) = pz(0,t) = 0, in (0,7), (3.36)
(0,1) = (L, 1) = ¥ (0,) = 0, in (0,7),

p(x,0) = %(x), ¥(x,0) =), in(0,L).

Moreover, remark that the change of variable x = L — x reduces system (3.36) to (3.13).
Therefore, the properties of the solutions of (3.36) are similar to the ones deduced in
Theorem 3.2.7.

Proposition 3.2.8. For any (¢°,¢°) € X, the system (3.36) admits a unique solution
(p, ) € Zp, such that it possess the following sharp trace properties

sup [r2is pl@, ol 15k SCTIISDOHB(U,L),
oot (3.37)
SUP ||(‘9 P(, )|| < Crll9°l 20,1

0<z< (o,1) —

for k =0,1,2, where Cr increases exponentially in T.

In what concerned system (3.33)—(3.35), it possesses the sharp hidden regularity (3.37)
a relevant result as described above. Moreover, we have the following estimate:

Proposition 3.2.9. Any solution (p,1) of the adjoint system (3.33)—(3.35) satisfies

C 1 b
[[C=RTin] §f||(90,1/1)\|%2(0,T;X) + §||g0x(L, 20 + %”%(Lv MZ20.1)

2 2

b
+ o oL + <un(L,)

ab
9090([’") +7¢1’(L7‘) )
¢ 12(0,T) ¢

1
2

)

L2(0,T)
(3.38)

with (¢',¢1) € X and C = Bpel.

Proof. Multiplying the first equation of (3.33) by —ty, the second one by —ghﬁ and
integrating by parts in (0,7") x (0, L), we obtain

T C
=5 It ehl% < Sl ) 7203y

- [t [P0 (aparent) + Lmatot) + vt
_ %%(g;,t) <a<,0x(x,t) + 1%(:6,75))
- goant) (oalo )+ Dunta0)
+ o(z,t) («pm(z,t) + “wam(w?t)> - 21’;@@2(33,@]2&,

where C; = min{b, ¢} and Cy = max{b,c}. From (3.34) and applying Young inequality,
(3.38) is obtained. O
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3.3 Exact Boundary Controllability: Linear System

3.3.1 Four controls

Considerations are first given to the boundary controllability of the linear system

Ut + Upge + QUzze = 0 in (0,L) x (0,7),
U+ L0p 4+ Lty + L04pe = 0 in (0,L) x (0,T), (3.39)
u(z,0) = u’(z), v(z,0)=1"(z), in(0,L)

satisfying the boundary conditions

{ u(0,t) =0, uw(L,t) =0, uz(L,t) = ho(t) in (0,7), (3.40)
U(Ovt) ZQO(t)v U(Lat) :gl(t)v Uac(L?t) ZQQ(t) in (OaT)> ‘
which employ ﬁl := (0,0, he) and 7= (90,91,92) € Hr.

Theorem 3.3.1. Let L € (0,00) \ F,., where F,. is defined by (3.2) and T > 0 be given.

.
There exists a bounded linear operator

U [L2(0,L))% x [L*(0,L))> — Hp x Hr
such that for any (u°,v°) € [L?(0,L))? and (u',v') € [L?(0, L)]?, if one chooses
_>
(F1, g 1) = ¥((w’0"), (u',0")),
then the system (3.39)-(3.40) admits a solution (u,v) € Zr satisfying
u(-,T) = ul(.), and v(-,T) = v'(). (3.41)
To prove the previous result we first establish the following observability for the cor-
responding adjoint system (3.33)-(3.35).

Proposition 3.3.2. For T >0 and L € (0,00)\ F|.. There exists a constant C(T,L) > 0,
such that

2
I w g < @ {H(—Aw PR
L2(0,T)
b 2 ; 2
+ ' pa(L,-) + %%(L, ) + H(_At>_6 <G<Pm:(07 )+ %wm(O, )>
L2(0,T) L2(0,T)

+ aga(L) + (L)

2
, (3.42)
L2(0,T)

for any (o', 91) € X, where (p,1)) is solution of (3.33)-(3.35).

Proof. We proceed as in [78, Proposition 3.3]. Let us suppose that (3.42) does not hold.
In this case, it follows that there exists a sequence {(pL,1.})}nen, such that

2

L=l uh) % > { =807 (apnan(E )+ Tnan(2.)

L2(0,T)

ab 2 _1 1 2
+ ‘ Qon,:c(lh ) + 71/]71@([/7 )‘ + H(_At) 6 <a90n,xa:(07 ) + 7¢n,x:c(07 ))
¢ L2(0,T) ¢ L2(0,L)
(3.43)
1 2
+ aSOn.:E(Lv ) + 7¢n,x(L7 ) } .
c L2(0,T)
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where, for each n € N, {(¢n,¥n)}nen is the solution of (3.33)-(3.35). Inequality (3.43)
imply that

(=207 (00220, ) + 1bp10(0,)) = 0 in  L2(0,T),

(—A) 76 (apnae(L, ") + 2n00(L,)) = 0 in  L*(0,T), (3.44)
Pna(L,) + Lapy (L) — 0 in  L2(0,7), '
apnaz(L,) + 2 o(L,) = 0 in L%0,7)

Since 1 — a?b > 0, from the convergence of the sequences in the third and fourth lines of
(3.44), we obtain

a‘Pn,:c;B(()’ ) + %wn,zz(oa ) —0 in H_%(():T%

@ az(L, ) + Ynaw(L,) -0 in H3(0,T), (3.45)
onaz(L,-) =0 in  L%(0,7), '
Una(L,) = 0 in L%0,7).

From (3.37) and (3.43), we obtain that {(¢n,¥n)}nen is bounded in L2(0, T; (H'(0, L))?).
On the other hand, system (3.33) implies that the sequence {(¢¢n, ¥1n) nen is bounded
in L2(0,T; (H~2(0, L))?), and the compact embedding

HY0,L) <. L*(0, L) < H2(0, L), (3.46)

allows us to conclude that {(n, 1n) bnen is relatively compact in L?(0,T; X)) and conse-
quently, we obtain a subsequence, still denoted by the same index n, satisfying

(#n,1hn) = (@, ¥) in L*(0,T; X), as n — oc. (3.47)

Furthermore, (3.37) implies that sequences {¢, (0, ) }nen, {©n(L; ) tnen, {¥n(0, ) }nen and
{tn(L, ) }nen are bounded in H%(O, T). Then, the embedding

H3(0,T) e L0, T) (3.48)

guarantees that the above sequences are relatively compact in L?(0,T). Thus, we obtain
a subsequence, still denoted by the same index n, satisfying

Son(07 ) - 50(03 ')7 ‘pn(La ) - 90([4 ) in LQ(Oa T)a (3 49)

Un(0,-) = (0,-), n(L,-) —(L,-) in L*0,T).
From (3.34), we deduce that

90(07 ) = @(La ) = 07
In addition, according to Proposition 3.2.9, we have
(b B <2 )] 2 ena(B N + el (LI
Prns Pr)llx = T Pny P L2(0,T;X) 2 P,z (L, L2(0,7) %2 n,x 4 L2(0,T)
1 ab 2 b 1 2
"‘5 ‘ @n,m(La )+ 7¢n,m(La ) + % a‘Pn,CE<L> )+ *wn,x(Lv ) .
¢ r20,1) € ¢ L2(0,T)

Then, from (3.45) and (3.47) if follows that {(¢L,%})}nen is a Cauchy sequence in X.
Thus,
(ns 1) = (9", 9") in X, as n — oo. (3.50)
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Proposition 3.2.8 together with (3.50), imply that

), as n — 00,
), as n — o0,
), as n — o0,
)

, as n — 00

and

aSOnm( )+ 1/’nm( ) = apez(0,-) + T/Jm( ) in Hi%(OaT)v as n — 00,
a‘;pn:cx( )+ 1¢na:x( ) = apea (L, )+E¢m( ,+) in Hi%(O,T% as n — 00.

Finally, taking n — oo, from (3.33)-(3.35) and (3.45), we obtain that (¢,1)) is solution of

Yt + Praz + %b¢xxx =0, in (0, L) X (0, T),
wt + ZT/’I + aPrea + %wxx:c =0, in (07 L) X (07 T)7
©(0,t) = (L, 1) = ¢(0,t) = 0, in (0,7). (3.51)
( ) ( ) d)x(()’ t) =0, in (07 T)
o, T) =" (x),  P(z,T)=1v'(z), in(0,L),
satisfying the additional boundary conditions
oz(L,t) = g (L,t) =0, in (0,7),
apez(0,+) + 14p5,(0,-) =0, in (0,7), (3.52)
aSDx:r(La ) + %@ZJ:L":E(La ) =0, in (OaT)>
and, from (3.43), we get
I vh)lx =1, (3.53)

Notice that (3.53) implies that the solutions of (3.51)-(3.52) can not be identically zero.
However, from the following Lemma, one can conclude that (¢,) = (0,0), which drive
us to contradicts (3.53). O

Lemma 3.3.3. For any T > 0, let Ny denote the space of the initial states (o', 9') € X
such that the solution of (3.51) satisfies (3.52). Then, Ny = {0}.

Proof. The proof uses the same arguments as those given in [78]. Therefore, if Ny # {0},
the map (p', ') € Ny — A(Nr) C CNp (where CNp denote the complexification of Nr)
has (at least) one eigenvalue, hence, there exists A € C and g, v € H3(0,L) \ {0}, such
that

'/\900 + 90/// ibw/// — 0 in (07 L),
Npo + L + ay + gy = in (0, L),
0(0) = wo(L) = #((0) = o(L) =0,
Yo(0) = ()= ()Z%(L):
agg(0) + 2¥6(0) =
agg (L) + %%(L) =

To conclude the proof of the Lemma, we prove that this does not hold if L € (0,00)\F,.. O

(3.54)

To simplify the notation, henceforth we denote (pg,%0) = (p,%). Moreover, the
notation {0, L} means that the function is applied to 0 and L, respectively.
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Lemma 3.3.4. Let L > 0 and consider the assertion

(N): INeC,3(p, ) € (H30,L))%\ (0,0) such that

Ap + " + Ly =0, in (0, L),
Mo+ 20 + a4 L =0, in (0,L),
p(x) = ¥(x) =0, in {0, L},
¢'(x) =1'(x) =0, in {0, L},
ap”(z) + Ly’ (z) =0, in {0, L}.

Then, (N) holds if and only if L € F.

Proof. We use an argument which is similar to the one used in | Lemma 3,5]. Let
us introduce the notation ¢(§) = fOL e o (x)dr and (& fL *””5 x)dx. Then,
multiplying the equations by e~%*¢, integrating by parts over (0 L) and using the boundary
conditions, we have

K%P+Mﬂ@+fﬂmﬁw@:¢%m+fmwm_<¢u3+f¢qm>ewg

L1877+ r(i8) + eX(E) + ali€)*B(E) = 0.
(3.55)
From the first equation in (3.55), we have

sy ot BT ™) ab(i€)* ()

PO Thgr @ (350
where a = ¢”(0) + ©y"(0) and 8 = —¢"(L) — %4"(L). Replacing (3.56) in the second
equation of (3.55), it follows that

2b(%&)

a(i§)3 (a + Be*"Lf)
(i€)3 + A '

(i€)% + A

Q-

(1€)* + 1(i€) + X — > | (&) =

Therefore,
() = — ac(i€)? (a + Be~)
(1 =a2)(i€)8 + r(i)* + (c+ 1)AGEE)? + rA(i€) + A2’
Having (3.57) in hands, from (3.56) we obtain

(1 . a2b(i§)6 ) (a+66—iL§)
(1 —a2b)(i&)8 + r(i&)* + (¢ + DA +rA(i€) +¢eA? ) (€3 + A 7

(3.57)

p(§) =
hence,
((i€)® +7(i&) + ) (o + Be )
(1 —a?b) (€)% + r(i&)* + (c + DA(EE)3 + rA(i€) + cA?’
Setting A = ip, p € C, we have that 1)(€) = —acif(£) and $(€) = ig(€), where
B &3 (a + Be_“:g)

P(§) ’ ,
_ (§3 —ré— cp) (a + 56*@5) .

P(&)

¢(&) =

with
P(€) := (1 - a®b)&® —r&" — (c+ 1)p€’ +rp€ + cp.
Using Paley-Wiener theorem ( [97, Section 4, page 161]) and the usual characterization of

H?(R) functions by means of their Fourier transforms, we see that (A) is equivalent to
the existence of p € C and (a, 8) € C?\ (0,0), such that
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(i) f and g are entire functions in C,

(i) /R FOP+ €)% < 0o and [y |g(€)2(1 + [¢[2)2de < oo,

(iii) V& € C, we have that | f(&)| < e1(1+ [€])FelI™El and |g(€)] < e1(1 + |€])*FellI™El for
some positive constants ¢; and k.

Notice that if (i) holds true, then (ii) and (iii) are satisfied. Recall that f and g are entire
functions if only if, the roots &,&1,&2,&3,& and & of P(£) are roots of &3 (o + Be™"4)
and (€3 —r& — cp) (a + Be™ %),

Let us first assume that & = 0 is not root of P(&). Thus, it is sufficiently to consider
the case when o + fe~"¢ and P(€) share the same roots. Since the roots of a + Be "¢
are simple, unless @ = 8 = 0 (Indeed, it implies that ¢”(0) + 24"(0) = 0 and ¢"(L) +
aby"(L) = 0, thus, using the system (3.54), we conclude that (p,1) = (0,0), which is
a contradiction). Then, (i) holds provided that the roots of P({) are simple. Thus, we
conclude tha (N') is equivalent to the existence of complex numbers p, & and positive
integers k,l, m,n and s, such that, if we set

=t Tk =G+l GGt om G=&t o md & =&t s,
(3.58)
we have
P(&) = (£ —&0)(§ —&1)(§ — &) (§ — &3)(§ — Ea)(§ — &5)- (3.59)
In particular, we obtain the following relations:
Soté&+&+8+8+8 =0, (3.60)
o1+ +8+8a+86)ta(@e+8+84+86)+e(E+Ha+8)
+&3(€a+E&5) + &5 = —%a%v (3.61)
08182838485 = (1 _ca%> P’ (3.62)
Some calculations lead to
I— W\/(l —a’b)alk,l,m,n, 5)7
3r
€0 = —g(5k+4l+3m+2n+s), (3.63)

b= \/(1 — a?b)£0€1628364E5

C

where

alk,l,m,n,s) = 5k* 4 81> + 9m? 4 8n? + 5s° + 8kl + 6km + 4kn + 2ks + 12ml
+ 8In + 3ls + 12mn + 6ms + 8ns.

Finally, we assume that & = 0 is a root of P(§). In this case, it follows that p = 0 and,
therefore, ‘ ‘
£e) = & (a+pe ™) (a+pet)

T ah)E e E(1—ah)E 1)

(& —r¢) (a+ Be™) _ (&2 ) (a+ Be ™)

9(§) = (1—a2b)E6 —red S ((1—a2b)e2 —7)
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Then, (NV) holds if and only if f and g satisfy (i), (ii) and (iii). Thus (i) holds provided

that
T
=0, &=1\/7T—3 a7 and & = ”1—a2b

are roots of o + fe €. Note that, zero must be root of multiplicity three, which leads
to a contradiction. Thus, £ = 0 is not root of P(£). Finally, from (3.63), we deduce that
(NV) holds if and only if L € F,. This completes the proof of Lemma 3.3.4, Lemma 3.3.3
and, consequently, the proof of Proposition 3.3.2. O

Proof of Theorem 3.3.1. Without loss of generality, we assume that (u®,v%) = (0,0).
Moreover, it is easy to see that the the solution (u,v) of (3.39)-(3.40) satisfies (3.41) if
and only if

L T 1
/ (Ul(;];)@l(.ﬁ) + vl(x)wl(x)) dx :/ go(t) (agpm(O,t) + cwm(o,t)> dt
0 0
r 1
—/ 91(t) (awm(L,t) + cwm(L,t)> dt  (3.64)
0
T 1
+/ g2(t) (anpgg(L,t) + cz%(L,t)) dt
0
T ab
[ o) ettty + Darn) ) ar
0
for any (¢!, 91) € X, where (¢p,%) is the solution of the system (3.33)-(3.34), with initial
data (¢!,4!). Relation (3.64) is obtained by multiplying the equations in (3.39) by the

solution (¢, ) of (3.33)-(3.34), integrating by parts and using the boundary conditions
(3.40).

Thus, in order to obtain the desired result, we introduce the linear bounded map I" as
follows

I': L%0,L) x L2(0,L) —» L2(0,L) x L2(0, L)
(@' (), %' () — ('), () = (u(- T),v(-, 1)),

where (u,v) is the solution of (3.39)-(3.40), with

{go(t) = (—80)75 (a00a(0,1) + F0a(0,1) . 9(t) = apal(Lit) + Fobu(L.1), (3.65)

gl(t) - _(_At>_% (a‘wpzw(Lat) + %w:c:c(lﬁt)) ) h2(t) = ng(L,t) + %b%(Lyt),

being (¢, ) the solution of the system (3.33)-(3.34) with initial data (!, ') and A; = 92.
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According to Proposition 3.3.2

2
@x(Lv ) + %b%([a )

(L' 9N, (9 ") (120,02 = ’
L2(0,T)
2

+{lag(L, ) + <un(L,)

L2(0,T)

(0.4 L2009 92a(09 + L0

W=

+ (a0

12(0,7)

W=

# (804 (0220000 + 2022(0.9) a0 + Lm0,

e

L2(0,T)

2 2

+ a@x(Lv ) + %wa:(Lv )

‘Pm(La ) + %wa([/? )

L2(0,T) L2(0,T)

2

=

<a<pm(0, D+ %1/%(0, ~)>

L2(0,T)
2

[N

(0. + D000,

>0 (@ vh) %,

i.e, I' is coercive. Then, by Lax-Milgram theorem, I' is invertible. Consequently, for given
(ul,v') € X, we can define (o', 9!) := "1 (u!,v!) to solve the system (3.33)-(3.34) and
get (v, ) € Zp. Thus, if ho(t), h1(t), go(t) and g1 () are given by (3.65), the corresponding
solution (u,v) of the system (3.39)-(3.40), satisfies

(u(-,O),v(-,O)) = (an) and (u('vT)7U('7T)) = (ul(')7: Ul('))'

+\

(—Ay)
£2(0,T)

3.3.2 One control

Consider the boundary controllability of the linear system employing only one control
input he and fixing hg = h1 = go = g1 = 0, namely,

{ u(0,t) =0 w(L,t) =0, wuz(L,t)=ho(t), in (0,7,
=0,

v(0,t) =0, wv(L,1) va(L,t) =0, in (0,7). (3.66)

Note that by using the change of variable 2’ = L—xz and ¢’ = T'—t, the system (3.33)-(3.35)
is equivalent to the following forward system

Pt + Prax + %b¢xzx =0, in (Ou L) X (07 T)’

Pt + g + APaar + 2thaee =0, in (0,L) x (0,7), (3.67)
(,0(1’,0) = 800(39)7 w(%o) = ¢0($)7 in (OvL)a

with boundary conditions

{go(O,t) = @(L,t) = po(L,t) =0, in (0,T), (3.68)

In this case, the observability inequality

2

SOIE(Ov ) + %wa(oa ) (3.69)

mwwmﬁéd

L2(0,T)
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plays a fundamental role for the study of the controllability. To prove (3.69) we use a
direct approach based on the multiplier technique and the estimates given by the hidden
regularity. Such estimates give us the observability inequality for some values of the length
L and time of control 7'.

Proposition 3.3.5. Let us suppose that T'> 0 and L > 0 satisfy

min{b, c}

L< max{b, c}fCr

T, (3.70)

where Cr is the constant in (3.37) and [3 is the constant given by the embedding Hs (0,T7) C
L?(0,T). Then, there exists a constant C(T, L) > 0, such that for any (¢°,¢%) in X the
observability inequality (3.69) holds, for any (p,1) solution of (3.67)-(3.68) with initial

data (¢, ¢°).

Proof. We multiply the first equation in (3.67) by (7" — t)¢p, the second one by g(T — )
and integrate over (0,7") x (0, L). Thus, we obtain

T P L R P

s 0 [20.00+ 220.10.0000.0) + Gu0.0)] .

Consequently,
C ab 2
1% )% TH(SO WHL? o.1r:x) T C1||ex(0,7) + ?1/&(07 ) ; (3.71)
12(0,7)
where C = Ii?ﬁ{{fﬁf and C1 = Ci(a,b,c) > 0. On the other hand, note that
Hgo(at)H%Q(O,L) < LHSD(at)”%OO(O,L)’ and Hw(vt)”%z(O,L) < L‘W(J)H%w(o,m
Hence,
2 (b 2 2
1o V)z20,m2) < L ; E”SO('J)”LOO(O,L) 1 Do (0,1 ¢ At (3.72)
bLB | 19 2
< —
- ¢ e ||H3(0TL°°(0L +L’8W”Hs (0,7;L>°(0,L)) (3.73)

where (3 is the constant given by the compact embedding H 5 (0,7) C L?(0,T). Combining
(3.71), (3.72) and Proposition 3.2.8, we obtain

2

LﬁCTC ab
1% 99| < (% ¥ 1% + Ch {|@x(0, ) + ~ ¥a(0,) :
L2(0,T)
Finally, we obtain
2
1) 3 <K \ 000+ L0, (0.)
L2(O,T)
under the condition .
K=0 (1 - CC;“) > 0. (3.74)
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From the observability inequality (3.69), the following result holds.

Theorem 3.3.6. Let T > 0 and L > 0 satisfying (3.70). Then, the system (3.39)-(3.66)
1s exactly controllable in time T.

Proof. We can proceed following the same ideas presented in the proof of Theorem 2.3.12.
In this case, we consider the map
I': L2%0,L)x L*0,L) — L?(0,L) x L*(0,L)
(' (), %)) — ('), %' () = (u(-, T),v(- T))
where (u, v) is the solution of (3.39)-(3.66), with ha(t) = ¢, (L, t)+%b¢)x(L, t) and (p, 1) is
the solution of the system (3.33)-(3.35) with initial data (p!,41). Then, the observability

inequality (3.69) guarantees that I' is coercive and, consequently, by using Lax-Milgram
theorem, the proof is achieved. ]

3.4 Exact Controllability: The Nonlinear Control System

3.4.1 Well-posedness of the nonlinear system

In this subsection, attention will be given to the full nonlinear initial boundary value
problem (IBVP)

Ut + Uy + Ugzy + AUzze + A10V, + az(uv), = 0, in (0,L) x (0,7),
eVt + Vg + VU + abUgrr + Vpze + a2buuy + a1b(uv), =0, in (0,L) x (0,T), (3.75)
u(z,0) = u(z), v(z,0) = 0(x) in (0,1),

with the boundary conditions
w(0,8) = ho(t), u(L,t) = hi(t), uz(L,t) = ha(t),
U(Ovt) - 90( ) (L t) - gl(t)7 1}$(L,t) = gZ(t)

We show that the IBVP (3.75)-(3.76) is locally well-posed in the space Z7.

(3.76)

Theorem 3.4.1. Let T > 0 be given. For any (u°,v°) € X and W= (ho, h1, ha),
7 = (90, 91,92) € Hr, there exists T* € (0,T] depending on ||(u®,v°)||x, such that the
IBVP (3.75)-(3.76) admits a unique solution (u,v) € Zr+« with

Oku,0kv € L°(0, Ly H' (0,T%)), k=0,1,2.
Moreover, the corresponding solution map is Lipschitz continuous.
Proof. Let
Fr = {(u, v) € Zr: (u,v) € L0, L (H'5 (0,T))2), k = 0, 1,2}
be a Banach space equipped with the norm

2
_ k k
I = sz + 32 108 0y 15 ey
Let 0 < T* < T to be determined later. For each u,v € Fp«, consider the problem

wt + Wxxm + anmr:ﬂ = f(u 'U) i (0 L) (0, T*),
Tt + W:r:mc + nmmx = S(U U) 0 L) (O,T*),

c n (
w(0,t) = ho(t), w(L,t) = hi(t), wy(L,t) = ha(t), in (0,77), (3.77)
( ) 0( ) 77(L7t) = gl@)) nx(Lvt) = gZ(t)v in (OaT*)a
w(z,0) =u’(z), wv(x,0) =), in (0, L),
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where

fu,v) = —a1(vvg) — ag(uv),
and b b
P _mo
s(u,v) = U, (uug) . (uv)g.
Since ||vellz10,8,020,0)) < B%HUHZB, from [11, Lemma 3.1] we deduce that f(u,v) and

s(u,v) belong to L'(0,T*; L*(0, L)) and
*\ 1 %\ L
I1CFs )|, 220,002) < CLT)7 +(T*)3) ([ullZ, + (lullzpe + Do)z +l0l1Z,.)
for some positive constant Cy. According to Proposition 3.2.5, we can define the operator
': Fp- = Fp- given by T'(u,v) = (w,n),

where (w,n) is the solution of (3.77). Moreover,

%
PG, )7 < € {10+ IR Pl + 10F ) s 02220, -

where the positive constant C' depends only on 7*. Thus, we obtain

I, )7 <C {10 )+ 1CH, Tl )
+CC(T)E + (T)) (lulz,. + (lullzp. + Doz, + 0], ) -
Let (u,v) € B,(0), where
B,(0) i= {(u,0) € Fp : [|(u,0)]l 7. <7},

ﬁ
with r = 2C {H(uo,vo)Hx + (A, ?)HHT} It follows that

IT(u, v) || 7 < = + COL((T™)Z + (T¥)5) (3r + 1) (3.78)

=2
Choosing T™ > 0, such that

1
COV(T7)2 + (T)3) (Br +1) < 5,
from (3.78), we have

T, )5y < 1

Therefore,
I': B,(0) C Fpr~ — B.(0).

On the other hand, I'(u1,v1) — I'(ug, v2) is the solution of system

wt + W:mcm + a"]mxz = f(ula Ul) f(UQ,’UQ) in (O7L) X (Oa T*)>
Tt + 2 c Wxxm + 77:1::1::1: = S(Ulavl) - S(u2302) in (07L) X (OaT*)v
w(0,t) = w(L,t) t = wx(L,t) =0, in (0,7%),
n(0,t) =n(L,t) = n.(L,t) =0, in (0,77),
w(z,0) =0, wv(z,0)=0, in (0,L).

Note that

|f(u1,v1) — f(uz,ve)| < Cof ((va — v1)vae +v1(v2 — V1)
+(u2(v2 —v1))z + ((u2 — u1)v1)z) |
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and
|s(u1,v1) — s(ug,v2)| < Co| ((v2 — v1)z + (u2 — ur)ug x + ug(uz — u1)s
+ (u2(v2 — v1))z + ((u2 — ur)v1)a) |,

for some positive constant Cy. Proposition 3.2.5 and [1 |, Lemma 3.1] give us the following
estimate

T (w1, v1) = T(ug, v9) || 7 < Ca((T*)7 + (T%)5)(Br + 1) (ur — uz, v1 — v2)|| 7y

for some positive constant C'5. Choosing T, such that

Co((T*)% + (T)3)(8r +1) <

we obtain

1
[T (w1, v1) — T(uz, v2)|| 7 < 2H(u1 — ug,v1 — V)| Fps -

Hence I' : B,.(0) — B,(0) is a contraction and, by Banach fixed point theorem, we obtain
a unique (u,v) € B,(0), such that I'(u,v) = (u,v) € Fp+ and, therefore, the proof is
complete. ]

We are now in position to prove our main result. First, define the bounded linear
operators
AN XXX — Hr xHr (1=1,2), (3.79)

such that, for any (u®,v°) € X and (u!,o!) € &,
u® ul
()00 =(5):

(1) ﬁl = (0707 h2) and gl = (gOaglng)a
(11) H2 = (0707 h2) and 52 = (0>070)

SIS

where

Proof of Theorem 3.1.1. According to Proposition 3.2.5 and [l 1, Theorem 2.10] the
solution of (3.75)-(3.76) can be written as:

( zg; ) =Wo(t) ( Zg ) + Whar(t) < ;zz )

_ /Ot Wo(t — ) < a1 (vog)(7) + az(uv)z(7) ) dr,

Fua(7) + 2 (wu) (1) + 22 (uv)y(7)

with ¢ = 1,2, where {Wy(t)}+>0 and {Wya,(t) }+>0 are the operators defined in the proof
of Proposition 3.2.5.

For u,v € Zp, let us define

a1 (vvg) (1) + ag(uv)L(T)
— dr.
( (T u,v) > / Wl - < 920 () () + 2 (wv)y(r) ) 7
Here, we consider the case i« = 1. The other case ¢ = 2 is analogous and, therefore, we will
omit it. Consider the map

(2 mo () meon (3). () (o)

Y R A a1 (v0;)(r) + az(uv) (7) i
Jy e ( Foa(7) 228 (uniz) (7) + 4 (uv)e (7) )d |

[
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By choosing

(Z%):Al(( Z;))(Zi)—i_(l/(Tvuv))) (3.80)

we get, from Theorem 3.3.1,

r(jj)\tﬂz(jﬁ)+(U(Tfu,v))—(V(iju’m:(jﬁ>.

If we show that the map I' is a contraction in an appropriate metric space, then its fixed
point (u,v) is the solution of (3.75)-(3.76) with k1 and g; defined by (3.80), satisfying
u(-,T) = u!'(-) and v(-,T) = v!'(:). In order to prove the existence of the fixed point we
apply the Banach fixed point theorem to the restriction of I' on closed ball

B, = {(wv) € Zr+ | (wv)lz, <1},

for some r > 0.
(a) T maps B, in itself.

Indeed, as in the proof of Theorem 3.4.1, we obtain that there exists a constant C; > 0

such that
HF< § >
v

where Cy is a constant depending only on T'. Thus, if we select r and § satisfying

< Cié+ CQ(’I“ + 1)7“,
Zr
r = 201(5

and )

the operator I' maps B, into itself for any (u,v) € Zp.
(b) T is contractive.
In fact, proceeding as in the proof of Theorem 3.4.1, we obtain
r()-r(3) =)
v v v—0

for any (u,v), (u,v) € B, and C5 constant depending only on 7. Thus, choosing § > 0,
such that

< Cs(r+ 1)r
Zr

)

Zr

v =2C2C30 + C5 < 1,

FC0) GOl =l C=5)

Therefore, the map I' is a contraction.
Thus, from (a) and (b), I" has a fixed point in B, by the Banach fixed point Theorem
and its fixed point is the desired solution. The proof of Theorem 3.1.1 is achieved. O

we obtain

N N

Zr
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3.5 Further Comments

The following remarks are now in order:

e In [09], it was proved that the system (1.16) with the boundary conditions

{ u(O,z) : 8, u(L,t) = hi(t), ua(L,t) =he(t) in (0,T), (3.81)

U<O7 ) U(L7t) = gl(t)7 UI(L7t) = gQ(t) in (07T>7

is exactly controllable in L?(0, L) when hi,g1 € H}(0,T) and hg, g2 € L*(0,T) (see The-
orem A). By using the tools developed in this paper, more precisely, Lemma 3.1.2, an
improvement of the regularity of the control can be obtained. In this case, the control
(h1, g1, h2, g2) can be found in the space H%(O,T) X H%(O, T) x L*(0,T) x L*(0,T).

e Another case that can be treated is the following one

{ w(0,t) = ho(t), u(L,t)=hi(t), us(L,t)=ha(t) in(0,T), (3.82)

v(0,t) =0, v(L,t) =0, ve(L,t) = go(t) in (0,T).

By using the same ideas in the proof of Theorem 3.1.1, we can show that system (3.39)-
(3.82) is exactly controllable for any time 7' > 0 if L € (0,00) \ F,.

e Concerning the exact boundary controllability of the system (1.16) with one control, our
approach can be applied to the following configuration:

{ uw(0,t) =0 wu(L,t)=0 wu,(L,t)=0, in (0,7),
v(0,t) =0, v(L,t) =0, wvy(L,t)=g2(t), in (0,7).

The proof of this case is analogous to (ii) of Theorem 3.1.1.

(3.83)
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Part 11
Controllability and Stability of the

KdV—-Burgers Equation Posed in
the Whole Space
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CHAPTER
FOUR

ON THE WELL-POSEDNESS AND ASYMPTOTIC
BEHAVIOR OF THE GENERALIZED KDV-BURGERS
EQUATION

In this chapter, we are concerned with the well-posedness and the exponential stabi-
lization of the generalized Korteweg-de Vries Burgers equation, posed on the whole real
line, under the effect of a damping term. Both problems are investigated when the ex-
ponent p in the nonlinear term ranges over the interval [1,5). We first prove the global
well-posedness in H*(R), for 0 < s <3 and 1 < p < 2, and in H3(R), when p > 2.
For 2 < p < 5, we prove the ezistence of global solutions in the L?-setting. Then,
by using multiplier techniques and interpolation theory, the exponential stabilization
is obtained with a indefinite damping term and 1 < p < 2 . Under the effect of a
localized damping term the result is obtained when 2 < p < 5. Combining multiplier
techniques and compactness arguments it is shown that the problem of exponential de-
cay is reduced to prove the unique continuation property of weak solutions. Here, the
unique continuation is obtained via the usual Carleman estimate.

4.1 Introduction

It is common knowledge that many physical problems, such as nonlinear shallow-water
waves and wave motion in plasmas can be described by the family of the Korteweg-de
Vries (KdV) equation. The KdV-type equations have also been used to describe a wide
range of important physical phenomena related to acoustic waves in a harmonic crystal,
quantum field theory, plasma physics and solid-state physics. In what concerns the study
of wave propagation in a tube filled with viscous fluid or flow of the fluid containing gas
bubbles, for example, the control equation can be reduced to the so-called KdV-Burgers
equation [93]. It is commonly obtained from the KdV equation by adding a viscous term
and combines nonlinearity, linear dissipation and dispersion terms:

Ut + OUppy — Vg +uu, =0, >0,z €R.

Since § and v are positive numbers, the model can be viewed as a generalization of the KdV
and Burgers equation. Particularly, the Burgers equation is a simple model equation for a
variety of diffusion/dissipative processes in convection dominated systems, which include
formation of weak shocks, traffic flow, turbulence, etc. If besides convective nonlinearity
and dissipation/diffusion mechanism, the dispersion also plays its role over the spatial and
temporal scales of interest, then the simplest nonlinear PDE governing the wave dynamics
is the combination of both KdV and Burgers equation.
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In this work we are concerned with the generalized KdV-Burgers equation (GKdV-B)
under the effect of a damping term represented by a function b = b(x), more precisely,

(4.1)

Ut + Ugzy — Ugz + a(w)uy +0(z)u =0 in R x Ry
u(z,0) = up(z) in R.

Our main purpose is to address two mathematical issues connected to the initial value
problem (4.1): global well-posedness and large-time behavior of solutions. More precisely,
we establish the well-posedness and the exponential decay of solutions in the classical
Sobolev spaces H®. Therefore, as usual, let us first consider the energy associated to the
model, given by

1
E@:/ﬁ@@w.
2 Jr
Thus, at least formally, the solutions of (4.1) should satisfy

GEO == [ o= [ payias, (12)

for any positive ¢t. Then, if we assume that b(x) > by, for some by > 0, it is forward to
infer that E(t) converges to zero exponentially. By contrast, when the damping function b
is allowed to change of sign or is effective on a subset of the domain, the problem is much
more subtle. Moreover, whether (4.2) generates a flow that can be continued indefinitely
in the temporal variable, defining a solution valid for all ¢ > 0, is a nontrivial question.

In order to provide the tools to handle with both problems, we assume that a = a(z)
is a positive real-valued function that satisfies the growth conditions

{ [P ()] < C(L+|ufP~7), Vu R, for some C >0, (43)

j=0,1if 1<p<2andj=0,1,2 if p>2,

except when ug belongs to L2(R) and 2 < p < 5, (See below, Theorem 4.2.14 and Remark
4.2.15).

Moreover, in order to obtain the exponential stability in the case 1 < p < 2, we take
an indefinite damping satisfying

b€ H'(R) and b(x) > Ao + A1(z), almost everywhere, for some \g > 0 and
4 S ()
A1 € LP(R), such that H)\lﬂLp(R) < (&) 2 , where ¢, = (1 _ i) (%>2 T

Cp
Concerning the case p > 2, we consider a localized damping which acts everywhere but on
a bounded subset of the line, more precisely,

b € HY(R) is nonnegative and b(x) > A\g > 0 almost everywhere in (—oo, ) U (3, 00),
for some «, 8 € R, with a < .
(4.5)

Our analysis was inspired by the results obtained by Cavalcanti et al. for KdV-Burgers
equation [23] and by Rosier and Zhang for the generalized KdV equation posed on a
bounded domain [21] (see also [(1]). In this context, we refer to the survey [30] for a quite
complete review on the state of art.

When 1 <p < 2and 0 < s <3, we obtain the global well-posedness in the class B, =
C([0,T); H*(R)) N L%(0,T; H¥*1(R)) and prove that the solutions decay exponentially to
zero in H®(R), where H® denotes the classical Sobolev spaces. As it is known in the
theory of dispersive wave equations, the results depend on the local theory, on the a priori
estimates satisfied by the solutions and also on linear theory. Indeed, we combine the
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Duhamel formula and a contraction-mapping principle to prove directly the local well-
posedness. In order to get the global result we derive energy-type inequalities and make
use of interpolation arguments. Those a priori estimates are sufficient to yield the global
stabilization result and a strong smoothing property for solutions, u € C([e,T]; H*(R)) N
L?(e, T; H*tL(R)), for any £ > 0. Our analysis extends the results obtained in [23] from
which we borrow some ideas involved in our proofs. When p > 2 we can use the same
approach to prove that the global well-posedness also holds in B3 7. In order to get the
result in a stronger/weaker norm, we need a priori global estimates. However, the only
available a priori estimate for (4.1) is the estimate provided by (4.2), which does not
guarantee existence of global in time solutions. In fact, we do not know if the problem
is locally well-posed in the energy space. Therefore, we restrict ourselves to the case
2 < p < 5 to prove that the estimate provided by the energy dissipation law holds and
establish the existence of global solutions in the space C,, ([0, T]; L*(R)) N L?(0,T; H*(R)).
The uniqueness remains an open problem. The main difficulty in this context comes from
the structure of nonlinearities and the lack of regularity of the solutions we are dealing with.
In what concerns the asymptotic behavior, we prove the exponential decay in the L?-setting
by following the approach used in [$1]. It combines multiplier techniques and compactness
arguments to reduce the problem to some unique continuation property for weak solutions.
To overcome this problem we develop a Carleman inequality by modifying (slightly) a
Carleman estimate obtained by Rosier in [79] to study the controllability properties of the
KdV equation. It allows us to prove unique continuation property directly.

The program of this work was carried out for the particular choice of damping effect
appearing in (4.1) and aims to establish as a fact that such a model predicts the interesting
qualitative properties initially observed for the KdV-Burgers type equations. Consider-
ation of this issue for nonlinear dispersive equations has received considerable attention,
specially the problems on the time decay rate. At this respect, it is important to point
out that the approach used here was successfully applied in the context of the KAV equa-
tion, posed on RT and R, under the effect of a localized damping term [24,62, 76]. We
also remark that, in the absence of the damping term b, the stabilization problem was
addressed by Bona and Luo [, 7], complementing the earlier studies developed in [1,4,35]
and deriving sharp polynomial decay rates for the solutions. Later on, in [5,85], the au-
thors improved upon the foregoing theory. The asymptotic behavior was also discussed in
the language of the global attractors [37,38]. More precisely, the authors study the large
time behaviour of the corresponding semigroup in constructing a global attractor.

The analysis described above was organized in two sections. In Section 4.2 we establish
the global well-posedness results. The Section 4.3 is devoted to the stabilization problem.
Finally, in the Appendix A.2, we prove a Carleman inequality. In all sections we split the
results into several steps in order to make the reading easier.

4.2 Well-posedness.

First we consider the corresponding linear inhomogeneous initial value problem,

{ Up — Ugy + Uggr +0(x)u = f  (z,1) e R X Ry (4.6)

u(z,0) = up(z) z € R.

Setting
Ay = 07 — 92 — bl and D(4,) = H*(R),b € L™(R)

(4.6) can be written in the form

u = Apu+ f
u(0) = up.
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According to [23], Ap generates a strongly continuous semigroup {S(¢) }+>0 of contractions
in L2(R). Hence, if we consider the Banach space

Bz = C([0,T]; H*(R)) N L*(0, T; H**1(R))
(4.7)
Julls,r = SUP¢e(o0,T] ||U(t)||HS(R) + ||3§+1U”L2(0,T;L2(R)),

the following result holds:

Proposition 4.2.1. Let T > 0. If up € L*(R) and f € L'(0,T;L*(R)), (4.6) has a
unique mild solution w € By, and

lullor < Cr {{luollz + 1f o2 my )5 with Cp = 2¢T 1l

Furthermore, the following energy identity holds for all t € [0,T):

|| u(t H2+2/ ||z (s H%ds—l—2/ / z)|u(z, s)2dzds = HU0||2+2/ /f x, s)u(z, s)dzds.

(4.8)

Proof. See [23, Proposition 4.1]. O

4.2.1 Case 1l <p<2.

In order to establish the well-posedness of (2.12) we need the following technical Lemmas,
that will play an important role in the proofs:

Lemma 4.2.2 (Generalized Holder inequality). Suppose that for i = 1,2,...,n, f; € LPi
n
1
and Z — =1. Then,

1o Fallr < ] ill o (4.9)
i=1

Lemma 4.2.3. Let a € C%(R) be a function satisfying
a(u)| < C(L+ ), VueR, (4.10)

with 0 < p < 2. Then, there exists a positive constant C', such that, for any T > 0 and
u,v € By, we have

P 2-p 1
la(u)vallLr 0. 1iz2(r)) < 22CT T |[ullg pllvllor + CT2 [v]lor-

Proof. Recall that H'(R) — L*°(R) and
lull3e < 2flull2]luzl2, (4.11)

for all u € H'(R). On the other hand, by (4.10),
T
la(u)vellLiorr2m®) < C/ (X + [u(®) ") va ()| 2dt

<c/|% Mﬁ+0/IW\IWxWﬂt
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Using Hélder inequality (4.9) and (4.11), we have
T
1 P P P
la(w)vellLiorr2®)) < CT2||vall2(07,12) + 220/0 [u@)[|3 lua ()3 [lva(t)]]2dt
1 P P T P
< OT ol + 25l oy [ Tus®IE o0,
Applying Lemma 4.2.2 with £, % and 1, it follows that

1 p 2-p £ £
la(u)vellLro,rr2m)y < CT2|vljor +22CT 4 ||u”02,THUSE‘|[2,2(0,T;L2(R))HUmHLQ(O,T;LQ(R))

2
<2507 7 ||ullh pllvllor + CT2 v

0,7

Lemma 4.2.4. For any T >0, b € L>(R) and u,v,w € By, we have

. 1
(i) bullpror;2®)) < T2[[bllsollullor;
.. 1.1
(i) |uwzllL1o.n2ry) < 2274 |ullo,rllwllor-
If1<p<2,
_ P, 2-p -1
(ii1) |[uloP~ wel o2y < 22777 |ullorlwlor|vlf

(iv) Consider the map M : By — L'(0,T; L*(R)) defined by Mu := a(u)u,. Then, M
1s locally Lipschitz continuous and

1 1 pP,.2=p ~1
1M = Mol | oirizaqey < C {253 fulloz + 2575 (ullyy + lullor ol
1
ol 7 ) +T% } llu = vl
where C' is a positive constant.

Proof. (i) Using Holder inequality, we have

1 1
[owl| L1 o,m;z2m)) < T2 |blloollull 220,702y < T2 ||b]| 0ol ullo,7-

(ii) Combining (2.22) and Lemma 4.2.2 with 3, 1 and %, it follows that
T . (T 1 1
Jwwe | 10,2 (m)) < /O [[() lloo [|wz (£)]|2dt < 22 /0 Jw(®)I3 lue ()13 [[wa () [|2dt

) N T L NI/ (T L \? .
2O oy ([ TelBae) ([ lwdtoler) 7

1,1
2215 |ullo,r[lwe o7

IN

A

(iii) We proceed as in (i) combining (2.22) and Lemma 4.2.2 with I, %, % and 1 to

obtain

T
lulv P~ s | £ 0,722 S/O lu()lloo oI5 llwa (t)|2dt

p—1 p—1
2

» [T 1 1 p=1 p=1
§22/0 w3 lua (@O lo@2* [lva(@®)]l2® [lwa(t)]2dt

p—1

P 1 T 1
< 25 |lull? pl0llo 7 / laa )13 o (®) 5T [l () 2dt

b1 (T NF T NP TNy
< 28 ulld pllold </0 Huxllgdt) (/0 ||vx||2dt) </0 wanth) T

p_2-p 1 p—1 1 p—1
2T 5 lullg pllvllo 7 llullg rllv

p—1

o1 llwllo.r,

<2
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which allows us to conclude the result.

(iv) Note that

[Mu— Mol o2 ) < l(alw) —a(0))ue|lromc2 @) +la(0) (w =)zl L1 0,r;02R)) -

Using the Mean Valued Theorem, (i7), (i74) and Lemma 4.2.3, we have

[Mu— M| pior:c2@y) < CI(L+ [ulP™ 4 [oP ) u = vlug || 10122
+ la(v)(u — v)zllpr0,1;L2)

1.1 D, ,2-p
§0{22T4|| T |lu—vllorlullg 7

1
+25T55 |u — wllorllullo,r ol 7 + 2577 u = oflorllol, +T§Hu—v\lo,T}-

The above estimates lead to the following local existence result and a priori estimate:

Proposition 4.2.5. Let a be a function C'(R) satisfying
ja(p)] < C(L+ |ulP) and o' ()] < C(L+ [uf™), Vi € R,

with 1 < p < 2. Let b € L®(R) and ug € L*(R). Then, there exist T > 0 and a unique
mild solution u € By of (2.12). Moreover,

u(t ||2+2/ s (s H2d5+2// )|u(z, s)[Pdeds = [luo3,  Vte€[0,7]. (4.12)

Proof. Let T' > 0 to be determined later. For each u € By consider the problem

vy = Apv — Mu
{ 2(0) = o, (4.13)

where Ayv = 0%v — 93v — bv and Mu = a(u)u,. Since A, generates a strongly continuous
semigroup {S(¢)}+>0 of contractions in L?(R), Lemma 4.2.3 and Proposition 4.2.1 allows
us to conclude that (4.13) has a unique mild solution v € By 7, such that
[ollo,r < Crflluollz + [[Mul| 1 o7;12(r)) } (4.14)
where Cp = 2¢Tlblle . Thus, we can define the operator
I': By — By, given by I'(u) =

By using Lemma 4.2.3 and (2.39), we have

ITulloz < Cr{lluollz + 2°/2CT T [ull 5 + CT* |lullor}.
Thus, for u € Br(0) :={u € Bor : ||lullB,, < R}, it follows that

ITullo.r < Cr{lluollz + 2°/2CT 3" RPY + CT2 R}

Choosing R = 2C7||up||2, we obtain the following estimate

1
Fulr < (Kot 3 ) 7
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where K7 = K (T) = 2P/QCTCT%R7’ +CrCT?. On the other hand, note that 'u — T'w
is solutions of

vy = Apv — (Mu — Mw)
(0) =0.
Again, by applying Proposition 4.2.1, we have
[Tu — Twllor < Cr||Mu — Mwl| 10,722

and estimate (iv) in Lemma 4.2.4 allows us to conclude that

ITu = Twllor < CrC {2575 ullo.r + 25775 (Jull 1
1
el 7 ) + 7% } llu—wlor.
Suppose that u,w € Br(0) defined above. Then,

[Tu —Twl|| gy, < Kallu —wlp, 1,

where Ko = Ks(T') = CTC{Z%T%R—|—3(2§)T2TTPRP+T%}. Since K7 < K>3, we can choose
T > 0 to obtain Ky < % and

<
{ ”PUHBO,T <R , Vu,w € Br(0) C Bor.

ITw — Twllg, r < gllu—wlB,.
Hence I' : Br(0) — Bgr(0) is a contraction and, by Banach fixed point theorem, we
obtain a unique u € Bg(0), such that I'(u) = u. Consequently, u is a unique local mild

solution of (4.1) and
[ull Bo.r < 2CT7[luol|2- (4.15)

In order to prove (4.12) consider v,, = I'v,_1, n > 1. Since I is a contraction, we have

lim v, = u in By r.
n—o0

On the other hand, by (4.8) in Proposition 4.2.1, v, verifies the identity

t
an(t>H§+2/ [vna ()13 ds+2/ / z)|v(z, s)|2deds
0
t
= Hung—i—Q/ /Mvn_l(x,s)vn(x,s)d:):ds.
0o JrR

Then, taking the limit as n — oo, we get

|| (t ||2+2/ ||z (s H%ds—l—?/ / x)|u(z, s) 2d:t;ds— Hu0||2

since the limit of the last term is fg Jg Mu(z, s)u(x, s)dzds = 0. In fact,

| atwla)us(orte = [ [Aua))ds

where

From Proposition 4.2.5 we obtain our first global in time existence result:
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Theorem 4.2.6. Let a be a function C*(R) satisfying
la(w)] < C+ [plP) and [’ ()] < C(L+ |uP™), VupeR,

with 1 < p < 2. Let b € L®(R) and uy € L?*(R). Then, there exist a unique global mild
solution u of (4.1), such that, for each T > 0, there exist a mondecreasing continuous
function By : Ry — Ry which satisfies

[[ullor < Bo([luoll2)[[uol|2- (4.16)

Moreover, the following energy identity holds for all t > 0 :
|| u(t H2+2/ ||uz (s H2ds+2/ / z)|u(z, s)|*drds = ||Juo|3. (4.17)

Proof. By Proposition 4.2.5, there exists a unique mild solution u € By, for all T' <
Tinazr < 00. Moreover,

lullo,r < 4= ugll2, — Vt € [0, Tynaa),

which implies that u is a global mild solution of (4.1). On the other hand, (4.15) im-
plies (4.16) with So(s) = 2C7. The identity (4.17) is a direct consequence of (4.12) in
Proposition 4.2.5. ]

It follows from Theorem 4.2.6 that, for each fixed T' > 0, the solution map
A: L2 (R) — B()7T, .AU() =Uu (4.18)
is well defined. Moreover, we have the following result:

Proposition 4.2.7. The solution map (4.18) is locally Lipschitz continuous, i.e, there
erists a continuous function Cp : RT x (0,00) — RT, nondecreasing in its first variable,
such that, for all ug,vy € L*(R), we have

| Auo — Avollo,r < Co ([uollz + [|voll2; T) luo — voll2-

Proof. Let 0 < <T and n = [%] By Theorem 4.2.6,
[[Auollo,0 < 2Cs|[uoll2, (4.19)

and
[ Aug — Awollog < Co {lluo — voll2 + || M (Aug) — M (Avo)ll 11(0,0,12(r)) }

where Cy = 2%l By Lemma 4.2.4,
| Ao — Avollo.s < Colluo = volls + CoC {2307 | Auolog
4250%F" (HAUOHgﬁ + [l Aug o ollAvo 175" + HAvngﬂ) n 9%} | Aug — Avolloe,
and applying (4.19), it follows that
Ao — Ao llog < Colluo — volls + CoC {250 Collulls +2% 075 C (Juoll3
lolla[volly ™ + lleolg) + 6% } lAuo — Avollog
< Orllug = voll2 + CrCO73" {250"5 Cr(llugllz + [[voll2)

3
+2F Y (Juollz + vollz)” + 0% } [l Auo -

2-p 5 __p—1
< Crllug — voll2 + CrCO T {22Tp4 CF(|luoll2 + [[voll2)

5p P
+2% O (I[uollz + Ilvol2)? + 7% | || 4uo — Avollos-
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Choosing 6 small enough, such that

1 o
o< 5, p—1 5 _op 5 , (4.20)
207C {235 Crlug 2 + volla + 2% CFF (Juol2 + [olla)? + T4 }
we have
||.AU(] - AU0||079 < ZCTH’LLO - UoHQ. (421)

Analogously, we can deduce that
HAUOHO,UCO,(]C+1)0] < ZCQHU(kH)H% k=0,1,...,n—1,
where || - [|o,kg,(k+1)6) denotes the norm of
By ko,(k+1)0) = C ([k0, (k + 1)6]; L*(R)) N L*(k#, (k + 1)0; H' (R)).

Moreover, by using the same arguments, we have

I Atto — Ao o i,k 1y < Crllu(k®) — v(kd)lz + CrCo 5" {2375 Cr(|lu(kd):
(k0 I2) + 2% 5. (lu(kO)lz + [0(k0) [2)7 +T% } Ao — Avo lo o, 1y
Combining (4.19) and the above estimate, it follows that
Ao — Avollo oo (s-1y0] < Crllu(k0) = v(k8) 2 + CrCo T {237 C3(lluolla + llvo l2)
+2% O (|[uollz + llvollz)” + T } 1 Ao — Avollo g 101
Finally, from (4.20), we get
[ Auo — Avollo, ko, (k+1)0) < 2C7|[u(k0) — v(kO)|2, k=0,1,...,n—1. (4.22)
On the other hand, note that (4.21) and (4.22) imply that
| Auo — Avollo ko, (k+1y0) < 2°CFlluo — voll2,  k=0,1,....,n—1,

and, therefore,

[ Aug — Avollo, ke, (k+1)8) < 2"Clluo — voll2-
Finally,
n—1 n—1
| Aug — Avollor < [l Aug — Avollo,wa,gs1yg) < D 2" Clluo — voll2
k=0 k=0
< 2"Cpnllug — voll2 < Co(([uoll2 + [lvoll2)luo — voll2,
T T
where Cy(s) = 0] [2CT] 7). O

Next, we will show well-posedness in B3 7, with 1 < p < 2. Therefore, let us first
consider the following linearized problem given by

{ Ut + Vzze — Vzz + [a(u)v]y +0v =0 in R x (0,00) (4.23)

v(0) = v in R x (0,00).

Then, we can establish the following proposition:
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Proposition 4.2.8. Let a be a function C'(R) satisfying
la(p)] < O+ |ufP) and |’ ()] < C(L+[ufP™h), VYueER,

with 1 <p < 2. Let T > 0,be L¥R), u € Bor and vo € L*(R). Then, the problem
(4.23) admits a unique solution v € By, such that

[ollo,r < o(l[ullo,r)llvoll2,

where o : RT — R* is a nondecreasing continuous function.

Proof. Let 0 < 0§ < T and u € Byr. The proof of the existence follows the steps of
Proposition 4.2.5 and Theorem 4.2.6. Therefore, we will omit the details. First, note
that Lemma 4.2.3 and Lemma 4.2.4 imply that Nw := [a(u)w], € L'(0,0; L*(R)), for all
w € Byg. Hence,

11 p+2 2—p 1
INVwl 21022y < € {25603 [ulloglwllog + 275 6°F ull gllwlog + 6% lwllos

With the notation above, problem (4.23) takes the form

v = Apv — Nw
v(0) = uyp,

where Ayv = 02v—093v—bv. Since Ay generates a strongly continuous semigroup {S(¢)}¢>0
of contractions in L%(R), by Proposition 4.2.1, (4.2.1) has a unique mild solution v € By g,
such that

[0llo.0 < Co{llvollz + [[Nwllz10,6:22(®))

Olibllo . Thus, we can define the operator

where Cy = 2¢e
I: B07T — B07T given by F(w) = .

Let R > 0 be a constant to be determined later and w € Br(0) := {w € Bop : ||w[p,, <
R}. Thus,

ICwllog < Crlleollz + (23 CO% ullor +2°F CO™ |lullp . + 03C) R}.

By choosing R = 2Cr||vg]|2, we have
1
IFulos < (K14 5) &

where K, = CrC (zécei lullor + 2722 CO™T |2 + 9%) . On the other hand, note that

I's — I'w solves the problem

vy = Apv — (Ns — Nw)
{ v(0) = 0.

Thus,
ITs — Twllo,g < Kills — w|op-

Choosing 6 > 0, such that K = K1() < %, we have

{ ITwllB,, < R

B Bgg.
ITs — Twllg,, < 3ls —wlop *  ">% S Br(O)C Bog

Hence, I' : Br(0) — Bgr(0) is a contraction and, by Banach fixed point theorem, we
obtain a unique v € Bg(0), such that I'(v) = v. Consequently, v is a unique local mild
solution of problem (4.23) and

[0][Bo,s < 2C7lvo[2-
Then, using standard arguments we may extend 6 to T'. Finally, the proof is completed

defining o(s) = 2Cr. O
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The aforementioned result is proved below. We make use of Proposition 4.2.8 and classical
energy-type estimates.

Theorem 4.2.9. Let a be a function C*(R) satisfying
a()] < COL+ ) and | ()] < C(1+ |aPP™), Vi eR, (4.24)

with 1 < p < 2. Let T >0, b€ HYR) and ug € H>(R). Then, there exists a unique mild
solution u € By of (2.12), such that

Jull3 7 < Bs(l[uoll2)[lwoll 73wy

where B3 : Ry — Ry is a nondecreasing continuous function.

Proof. In order to make the reading easier, the proof will be done in several steps:

Step 1: u € L*(0,T; H3(R))

Since up € H3(R) < L*(R), by Theorem 4.2.6, there exist a unique solution u € By,
such that

[ullor < Bo([luoll2)[uol|2- (4.25)
We will show that u € B3 7. Let v = u;. Then, v solves the problem

UV + Uz — Vzz + [a(w)v], + 00 =0
v(0, ) = vo,

where vg = —02ug + 0?ug — a(ug)drug — bug. Note that v € L?(R) and there exists
C = C(|luol|2), satistying
[vollz < Clluoll2)[luoll 3 (r)-

In fact, from (2.22) we can bound vy as follows:
lvoll2 < [103uoll2 + 107uoll2 + la(uo)dzuoll2 + [[buo]|2

P p+2
<o {(1 1Bl e )t sy + ol 9ol } -

Recall the Gagliardo-Nirenberg inequality:

. g _J
189uoll2 < CllO™uo |5 luolly ™, 5 <m, wherej,m=0,1,2,3. (4.26)

Applying (4.26) with j = 1 and m = 2, we have

3p+2

3p+2 pt2
[voll2 < Ca {(1 + (16l oo ) lwoll 73 ry + lluolly - |02uo]ly } :

Then, Young inequality guarantees that

_4p
leolla < C {(1 T 1bllooe ) ol s + o3 fwollz + ||a£uo||z} .

Consequently, it gives
[[voll2 < C(lluoll2) lluoll s =) (4.27)

4
where C(s) = Cs {2 + 110l oo () + sﬁ} Using Proposition 2.3.3, we see that v € By r
and

[ollor < a[lullo.r)lvoll2;
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where o(s) = 2C7. Combining (4.25) and (4.27), we get

[v]lo,r < o (Bo([luoll2)[uoll2) C([[uoll2) luoll 3 r)- (4.28)
Then,
u,uy € L?(0,T; HY(R)) (4.29)
and, therefore,
u e C([0,T]; HY(R)) — C(]0,T); C(R)). (4.30)

On the other hand, note that a(u)ug, bu € L?(0,T; L?(R)). In fact, from (4.30) it follows
that

T T
lotwuslxrsny < C{ [ Tuslide+ [ upuslas
2
< {1+ g o) | Il r
and
1bwll 20,7522 @)y < 1Bl Loe ) 417 20,7, 12 1))
Moreover, Uy, — Uzy = —u — a(u)u, — bu in D'(0,T,R). Hence,
Upge — Uge = [ € LQ(O,T; L2(]R), where f:= —u; — a(u)uy — bu.

Taking the Fourier transform, we have

_ f+a
u= 1T e i (4.31)
and,
lu(®) sy < Cs {IF@IE + w13} (4.32)
(1+&%)° :
where C5 = 2supgcp Atezses Integrating (4.32) over [0,7], we deduce that
w e L*0,T; H3(R)). (4.33)

Step 2: u € Bg}T

First, observe that, according to (4.29) and (4.33), we can apply [64, Thm 2.3] to
obtain
w e C([0,T]; H*(R)).

This implies further
Uz, bu € C([0,T); L*(R)) N L2(0, T; H'(R)). (4.34)
On the other hand, note that
la(u(t))us(t) — a(ulto))uz(to)ll2 < llla(u(t)) — a(u(to))lu=(t)]2
+ lla(u(to))[ua(t) — ua(to)] |2
< CH{IA A+ Ju@) P+ [ulto) P~ ult) — ulto)lua (D)2
(A + [ulto)[)ua(t) — ua(to)lll2}

< C{+ lu@®)IE" + llulto) 155 ut) — ulto)lloolua(t)]l2
(1 [ulto) 18w () = ua(to) |2} -
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Then, by (4.30) we have

lim [la(u(t))us(t) — a(u(to))us(to)ll2 = 0

t—to
and, therefore a(u)u, € C([0,T]; L?(R)). The results above also guarantee that
a(uw)u, € C([0,T]; L*(R)) N L0, T; H*(R)). (4.35)

Indeed, it is sufficient to combine (4.30), (4.33) and the estimates

o (w)uZll 20712y < C {(1 + ||U||%?&),T};C(R)))Huxllcqo,T];C(R))||U:c||L2([o,T];L2(R))}
and
law)utzell 20,722 < C {1+ o0y o ooy
Since
Ugger = —Ut + Ugy — a(u)uy — bu,
from the fact that u; € C([0,T], L*(R)), (4.29), (4.34) and (4.35), we obtain
Ugee € C([0,T], L*(R)) N L0, T; H*(R)). (4.36)

Moreover, since u € By r, from (4.36), it follows that u € B3 p.

Step 3: [|ullc(o,ry:m3r)) < o1(uoll2)l[uoll 3 w)

First, note that, according to (4.32), the following estimate holds:

()] gs@) < Ca{llue(t)ll2 + a(u(t))ua(t)||2 + [but)||2 + ut)]2} - (4.37)
Next we combine (4.24), (4.11) and (4.26) with 7 = 1 and m = 2, to obtain
la(u(t))u(t)]2 < C {Hux<t)|’2 i HU(t)Hngum(t)H?}
<C {Humwué lu®)13 + la(lly® e (Bl }

Moreover, Young inequality gives

3p+2

la(u(®))uz ()2 < Cs (\U(t)llz +llu@®)lly ™ ) + ;Qllu(t)\\HB(R)

Replacing the estimate above in (4.37) and taking the supremum in [0, 7], we get
3p+2
lullogoayirsey < 2Cs { o + (Co-+ ¥l o + Colulgf }-
Then, using (4.25) and (4.28) it follows that

lulleory;ms @y < 2Ca {o(Bo(lluoll2) luoll2)C ([luoll2)llwoll s =y
3p+2 4p
+(Cs + [1blloo) Bo(lluoll2) uoll2 + C585" " (Iluoll2)lluollz ™ HuOHz}

= a1(|[uoll2)luoll g3 w), (4.38)

where o1(s) = 2Cy {a(ﬂo(s)s)(j’(s) + (Co + ||bllo)Bo(s) + C5ﬁ§2pfpz (8)824”,,} |
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Step 4: [[ugaas|lr20,102r)) < o5([luoll2)l[voll g3 r)

We know from (4.36) that v € L?(0,T; H*(R)). To prove the desired result, we differ-
entiate the equation with respect to x to obtain

1
| tazaell 207, r2®)) < IWllox + T2 ullcr,m®y + o’ (Wuill L2, 2®))
+ HG(U)UmHB(o;T,m(R)) =+ H[bu]mHL2(o;T,L2(R))- (4.39)

The next steps are denoted to estimate the terms on the right side of (4.39). First, observe
that

bulzll 20:r,2®)) < 110l 2wy 1l 2207, 1 (R)) + 1101 E () e | L2 057, 2 ()
< 2|b]] g1 (wyllwllo,7-

Then, from (4.25), (4.28) and (4.38), we obtain
Hua:a::czHL2(o;T,L2(R)) < U2(HUO|’2)||UOHH3(R) + ”a/(u)u?:HLQ(O;T,LQ(R)) + ”a(u)uﬂcl’”LQ(O;T,LQ(R))
(4.40)

where o9(s) = J(,Bo(s)s)C(s)—{—T%Ul(s)+2||b||H1(R)ﬁo(s). Moreover, using (2.22) it follows
that

o' (u(®))uz. (D)2 < C {Iluz@®)ll2 + lu(®) P~ i ()]}

3 1 p—1 p+2 1
<Oy {Hux(t)llillum(t)li + lu@®)l2? Nluz ()5 ||um(t)H22}
p=1 pt2 1
<Cr {I!ux(t)||2!U(t)llH3<R> + lu@®)2* |luz(®)]5? ||um(t)||§} :

Then, Gagliardo-Nirenberg inequality (4.26) with 7 = 1 and m = 3 leads to

lwwmﬁmmé%@mwmwwm®+m@@?mmmg#}

Moreover, Young inequality gives

o’ (u(®))uz ()13 < Co {Ilum(t)llzllu(t)lle(R) + \IU(L‘)II}%2 + IIUxxx(t)llz} ,

which allows us to conclude that

1 (5p_+2)
lla (w)u] 207 r2®)) < Cio {HU||C([O,T];H3(R)) lullor + T2 ||ully7*

1
+7172 ||UHC([O,T];H3(R))} :

Hence
lla’ (w)ul || 20,712y < o3(luoll2)[uoll sy (4.41)

(5p+2) (5p+2)

whit o3(s) = Cho {al(s)ﬁo(s)s + T%BO 27 (s)s p T4 Téal(s)}. On the other hand,
(4.11) yields

lau(t) ()2 < Car {lult) L gy + ()15 e (15 s (1) 2}

D D
<Cn {HUHC([O,T];HB(R)) + Nlullg 7 llulleqo,ry; s @y lluas ()13 }
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It transpires that

1
la(u)uzsl L2012 R)) < Cr2 {T2 lulleo,m:m3 (R))

1
2

p T
Tl lullegom ( / ||ux<t>||§>

1 2p
< Cr {T2HUHC([O,T];H3(R)) + T |[ullf 7 ‘“HC([O,T];H?’(R))}'

from which one obtains the inequality
la(u)uzz || 20, 22®)) < oallluoll2)l|uwoll ms ®), (4.42)

whit o4(s) = C12 {Téal(s) + T%Bg(s)al(s)sp}. Consequently, (4.40), (4.41) and (4.42)
lead to

zzzz || 20;r,22R)) < 05 ([luoll2)l|vwoll m3(r) s (4.43)
where o5(s) = o02(s) + 03(s) + 04(s). Finally, using (4.38) and (4.43), we conclude that
u € L0, T; H*(R)) and

[ulls.r < Ba(lluoll2)lluoll 3 ),

where B3(s) = o1(s) + o5(s). O

Next, we will show the well-posedness of the IVP (4.1) in the space H*(R) for 0 < s < 3
and 1 < p < 2. In order to do that, we will use a method introduced by Tartar [94] and
adapted by Bona and Scott [3, Theorem 4.3] to prove the global well-posedness of the pure

initial value problem for the KdV equation on the whole line in fractional order Sobolev
spaces H*(R).

Let By and B; be two Banach spaces, such that By C By with the inclusion map being
continuous. For f € By and t > 0, let

K(f,t) = inf {If = gllso +tlglle} -

For 0 <6 <1and 1 <p < 400, define

Bop 1= [Bo, Bilop = {f €Bo: ||fllop = (/0 K(f, t)tepldt>p < oo}

with the usual modification for the case p = oco. Then, By is a Banach space with norm
| - llo.p- Given two pairs (61, p1) and (02, p2) as above, we write (61,p1) < (62, p2) when

91 < 92 or
#1 =65 and p1 > p2.

If (01,p1) < (02, p2), then By, ,, C By, ,,, with the inclusion map continuous.
Then, the following result holds:

Theorem 4.2.10. Let Bg and B{ be Banach spaces such that B{ C Bg with continuous
inclusion mappings, for j = 1,2. Let a and q lie in the ranges 0 < a <1 and 1 < g < 0.
Suppose that A is a mapping satisfying

(i) A: IB%%W — B2 and, for f,g € Baﬂ,

lAF = Agllgg < Co (I sy, + lgllss, ) 1S = g1l
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(ii) A: Bl — B? and, for h € Bi,

Al g2 < Cr (I1klsy, ) 1Al 5,

where C; : RT — RY are continuous nondecreasing functions, for j = 0,1. Then, if
0,p) > (v, q), A maps Bé,p nto Bg,p and, for f € Bé,p, we have

1Aflsg, <€ (I, ) 10y
where C(r) = 4Cy(4r)'=0C1(3r)?, r > 0.
Proof. See [8, Theorem 4.3] O

This theorem leads to the main result of this section.

Theorem 4.2.11. Let a be a C'(R) function satisfying
ja()l < O+ |uf), o' (W) < CA+[pf™),  VueR,

with1 <p <2, andletT >0 and 0 < s < 3 be given. In addition, assume that b € L*>°(R)
when s =0 and b € HY(R) when s > 0. Then, for any ug € H*(R), the IVP (4.1) admits

a unique solution uw € By 1. Moreover, there exists a nondecreasing continuous function
Bs : RT — RT, such that

lullB, 7 < Bs(lluoll2)[[woll = (r)-
Proof. We define
By =L*(R), B}=Bor, Bi=HR) and Bj= Bsr.
Thus,
B , = [L*(R), H*(R)]: , = H°(R) and 15%2%72 = [Boz, Barls 2 = Bsr-

Combining Proposition 4.2.7 and Theorem 4.2.9 we obtain (i) and (i7) in Theorem 4.2.10.
Then, Theorem 4.2.10 yields the result. O

Theorem 2.3.7 gives a strong smoothing property for the solutions of the problem.

Corollary 4.2.12. Under the assumptions of Theorem 4.2.11, for any ug € L*(R), the
corresponding solution u of (4.1) belongs to

Bs .7 = C(le, T]; H*(R)) N L?(e, T; H*(R)),

foreveryT >0 and 0 <e <T.

Proof. The same result was obtained for the generalized KdV and the KdV-Burgers equa-
tions in [$1] and [23], respectively. Since the proof is analogous and follows from classical
arguments we omit it. ]
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4.2.2 Case p > 2.

We first restrict ourselves to case 2 < p < 5 to obtain the existence of solutions in the
L?-setting, i.e. finite energy solutions. Next we prove the global well-posedness in the
space B3 .

First, we recall the following result which follows from the Egoroff theorem.

Lemma 4.2.13. Let Q be an open set in RY, and let {f,} be a sequence of functions in
LP(Q) (with 1 < p < o0) such fn, — f in LP(Q?) and fn(x) — g(x) a.e. Then f(z) = g(x)

a.e.

Unlike the case 1 < p < 2, the next result is not obtained combining semigroup theory
and fixed point arguments. Here, due to some technical problems, the solution is obtained
as limit of the regular ones. We follows the ideas contained in [31].

Theorem 4.2.14. Let a be a C'(R) function satisfying
W)l SOl ()| < CluPP™t, VueR, (4.44)

with 2 < p < 5. Then, for any up € L*(R) the problem (2.12) admits at least one solution

u, such that
u € Cyu([0,T); L*(R)) N L2(0,T; HY(R)), for all T > 0.

Proof. Consider a sequence {a,} € C§°(R), such that
0D (w)] < CA+ [plP™), YueR, j=0,1, (4.45)

an, — a uniformly in each compact set in R. (4.46)

Note that |a,(p)] < Cn(1 + |p|) and |al, ()] < C,. Then, for each n, Theorem 4.2.6

guarantees the existence of a function u, € Byt solution of

Oyt + 03Uy, — 0% + an(un )0y, + b(z)u, =0
{ n(0,2) = ug(x), (4.47)
with HunHo,T < 2CT||UOHL2(R)- Hence,
{u,} is bounded in C([0,T]; L*(R)) N L(0, T; H'(R)). (4.48)

From (4.48) we obtain a function u and a subsequence, still denoted by the same index n,
such that
U, —u in L®(0,T; L*(R)) weak * (4.49)

u, —u in L?(0,T; H'(R)) weak. (4.50)

In order to analyze the nonlinear term a, (uy)0,u, we consider the functions

A(u) := /Ou a(v)dv and Ap(u):= /Ou an(v)dv. (4.51)

L)
proof of Theorem 2,14]), we deduce that for each interval I C R, the sequence {Ay(uy)}
is bounded in L¥([0,T] x I). Indeed,

Note that ay,(u,)0zu, = 0x[An(uy)]. Then, taking o € (1 6 ) and proceeding as in [31,

|u|p+1

/ e a(p+1)
1) < & (jul" +u"e). (4.52)

Al < © (2\u| n
p+
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where C and C’ denote some positive constants which depend only on p and «. Therefore,

T
[ An (un) 7o 0, x1) (HUnHL? OTL2(1))+/O Hun(t)H%pH)2||Un(t)||%dt>
" alprn=2 T a(p+1)+2 a(p+1)—2
<C <||Un||oT+2 /O lun@)lly 2 Nuna(@®)lly 2 dt)
(4.53)
a(p+1)72 6— a(p+1) a(p+1)+2 a(p+1)—2
<0 (Il + 252 Tl unllgr * )

+1)
< " (Jlunllir + a5

+1)
< C (Jluolls + Juolls ™).

where C is a positive constant. Consequently,
{A,(uy)} is bounded in L*(0,T; H'(I)) (since L*(I) — H*(I))

and
{an(un)0ptin} = {0:[An(uy)]} is bounded in L¥(0,T; H%(I)). (4.54)

Moreover, (4.48) and the fact that 1 < a < 2 allow us to conclude that

{03un}, {0%uy,} and {bu,} are bounded in L*(0,T; H *(R)) C L*(0,T; H %(R))
and, therefore,

Oy, = — Uy + 02ty — an(Un)Optty, — by, is bounded in LY(0,T; H~(I)).  (4.55)

Since {u,} is bounded in L®(0,T; H'(R)) and the first embedding in H'(I) — L*(I) —
H~2(I) is compact, we can apply [01, Corollary 4, pag 85] to conclude that {u,} is
relatively compact in L?(0,T; L?(I)). Using a diagonal process, we obtain a subsequence,
still denoted by {u,}, such that

Uy, — u in L*(0,T; L} (R)) strongly and a.e. (4.56)
Moreover, by (4.50),
u, —u weak in L?(0,T; L*(R)) = L*(R x (0,T))
and by applying Lemma 4.2.13, we obtain
up, — uw a.e in R x (0,7). (4.57)
Then, using (4.46), (4.51) and (4.57), it is easy to see that
Ap(up(z,t)) — A(u(z,t)) a.e in R x (0,7).

Next, proceeding as in the previous steps and by applying Lemma 4.2.13, the following
convergence holds
Ap(up) — A(u) weak in L*(0,T; Lj .(R)).

Therefore, A, (u,) — A(u) in D'(R x (0,7)) and, by taking the partial derivative, we
obtain
an (Up ) Optty, — a(u)dzu in D'(R x (0,T)). (4.58)

From (4.56) and (4.58), we can take the limit in (4.47) to conclude that u solves the
equation (4.1) in the sense of distribution, i.e,

Ut + Uggy — Uge + a(u)uy +bu =0 in D'(R x (0,7T)). (4.59)
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On the other hand, by (4.48) and (4.55), we infer from [91, Corollary 4, pag 85] that {u,}
is relatively compact in C([0,T]; H,,!(R)). Therefore, there exists a subsequence (denoted
by {uy}), such that

u, — u in C([0,T); H;_}(R)). (4.60)

loc
In particular, u(z,0) = limy, 00 un(x,0) = up(z). Now, note that (4.50) yields
Upee € L?(0,T; H2(R)) — L*(0,T; H*(R)),
Ugy € L2(07 Ta Hil(R)) - La(oa T7 Hiz(R))v
bu € L*(0,T; H'(R)) — L0, T; H %(R)).
Finally, we claim that

a(u)uy = [A(u)]: € L0, T; H *(R)), (4.61)

for any a € (1, 1%)‘ In fact, first note that g = p+1) 2 < 2, then (4.49) and (4.50)
imply that u € L=(0, T, L2(R)) N L2(0, T, H'(R)) C L°°(O,T, L(R)) N LA(0, T, H'(R)).
Moreover, by using (4.44) and (4.51), there exists C' = C(a,p) > 0 such that |[A(u)|* <
C|u|*®+1) . Thus, we obtain

T T
Aoy = [ [ @GO dzdr <€ [ [ futa, oDz
0 R 0 R
T
SC/HMM%WWWMM%t

()= 1)+2 alpt1)-2
C/IW\b2 lus(®)lly ®

(p+1) a(p+1)+2
CHUHLoo(o T,L2(R)) ||UHU’(O T,H'(R))"

<273

Then, it yields that
A(u) € L*(0,T, L*(R)). (4.62)

Furthermore, since a € (1,2), it is easy to see that LY(R) C H~'(R). Indeed, take
v e L*R) with 1 < a < 2. Thus, for any ¢ > 1, it follows that

ol = [ 1+ 165 5P < Klolage

qfl
where K = (fR(l + |§|2)_q%1d£) - In order to get K finite, we take ¢ = 5%y > 1 and
applying Hausdorff-Young inequality

Ikl < Collvl|pem), for some Cy > 0,

Lo (R)
we obtain
0121y < Ml Za g

where M is a positive constant, which proof that L%(R) C H~1(R). Thus, (4.62) implies
that A(u) € L¥(0,T, H '(R)), proving the claim (4.61). Now, from (4.59), we deduce
that u; € L*(0,T; H-%(R)), then u € W1(0,T; H=2(R)). Since a > 1, we conclude that
u € C([0,T]; H 2(R)). In particular, we obtain

u € L®(0,T; L*(R)) N Cy([0,T]; H2(R))

and from Lemma 1.4 in [95, Ch II1], it follows that u € Cy, ([0, T]; L?(R)). O
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Remark 4.2.15. When 2 < p < 4 we can prove the Theorem 4.2.14 with more general
assumptions on the function a(-). More precisely,

| < CA+uP) || <C+uP),  Vpek.

The proof follows the same steps, except in (4.62). Indeed, we first claim that there exists

a € (1, p+1)’ such that
A(u) € L*(0,T, L*(R)). (4.63)
To proof it, note that
/2
A oo = [ ([ 14w 0ar) " a (4.64)

< C/ (/R (|u(g;,t)\2+ |u(x,t)|2<p+1>) da:)a/Q dt
C’(/OTHU( N2 dt+/T (/R |u(:v,t)|2(p+1)dx>a/2dt>

T
¢ (Il rsnon + [ IO 05
ap T a(+2 ap
<€ (Il ramy +2% [ 1Ol ® lulF ). (169

IN

IN

Since 1 < % < ﬁ we can pick any o € (1,%) and by using (4.50), we obtain u €
L>(0,T,L*(R)) N L?(0, T, HY(R)) ¢ LY0,T, L*(R)) HL%(O,T, H'(R)). Hence, (4.64)
implies that
a(p+2) ap
A 7e 07,2y < C <||UH%°<(07T;L2( r) t22 z ||uHL°°(0TL2 L 22"(0,T,Hl(R))> ’

which proof (4.63). Consequently, we obtain (4.61) provided that 2 < p < 4.

Definition 4.2.1. Let T > 0, A function u € Cy,([0,T]; L*(R))NL%(0,T; H(R)) is said to
be a weak solution of problem (4.1) if there exists a sequence {an} of function in C§°(R)
satisfying (4.45) and (4.46) and a sequence of strong solution wu, to (4.47), such that
(4.49),(4.50),(4.57) and (4.60) hold true.

The proof of next result also requires an adaptation of Lemma 4.2.4 as follows.

Lemma 4.2.16. For any T >0, p > 1 and u,v,w € B3, such that us,vi,w; € Bo T, we
have

. 1
(i) Na(or)all 2oy < CT* {ullarlivlsr + 2l pllolsz + vz}
(i)
1
la(w)ealwiroszamy < CT { (ol + lellor) + el r(lollsz + lonlor)

p—1
T )

10
(i1d) |lvwzllw o2y < 2274

(i) If p > 2, then

)

Hollsrllwli 7 ludlor + (0 = Vllullszllwlf IIU\IsTllthIOT}-

_ 1
el ol 07,22z < T3 {HU\IsTHwH <
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Proof. First, note that if u € B3 7 we have

|0%ull o, m,0m)) < Cllullsr ’
(4.66)

Odu € L*([0,T); H*(R)) — L*([0,T]; L*(R)) ,
: . j=0,1,2,3.
|0%ull L2 (jo,17;22R)) < Cllulls,r

(i) (4.3) and (4.66) imply that
1
[(a(u)ve)z|l 2 OTLQ(R) <C{T= HUmHC ([0,T);C(R) )||Uac”0(o T;L2(R))
+ T3 ||UHP cor.c®ylltzlle [o 1@ vz oo, m))
+ T3 ”UmsHC ([0,T);L2(R)) T T3 HUHC( 0,7]:C(R HUMHC 0,T;L2 (R))}

< OT? {IIUH&THUH&T + 2||ull§ pllvllsr + HUHs,T} ~

(ii) By (4.3), Holder inequality and (4.66) we get

la(w)vz|lwior 2wy < C {H%HLZ’(O,T;B(R))T?
el o,y el 2rize @) T
+ lvzlleqomsemy) el 2 OT~L2(R))T%
el o rycmy e loqomsomy lull 2o c2@) T2
+T2 [vie | 20 22 R) + HUHC’([O,T];C(]R))HvtIHLQ(O,T;LQ(R))T%}
<CT? {||UH3,T + llulls pllvllsr + lvllsrllutllor

Hlullf lollszlluelor + llvellor + llully Tlltho,T}-

(iii) It is a consequence of (ii) in Lemma 4.2.4.

(iv) Holder inequality and (4.66) lead to the desired result:

N

0,12 (R) T’

—~

Hu’w|p_1vr||W1’1(0,T;L2( < lulle ([0,T);C(R) )||wHC( 0,7):C R))H%HLQ

N

+ lvelleqomom Hw||c (o 7:c@® el 2o 2@n T
+ (p — Dllulleqorscmylwll (o.11:0®yVelleqomicmy lwell L2072 ) T

+ llulleo,msem Hpr c(o1.c®) Vel 2 0T~L2(1R))T2

<72 {H'LLH3 rllwlE 7 [vllsz + [lolls w7 lullor

-1
b lllor} -

—2
pT v

+(p—1)

O

Proposition 4.2.1 asserts that the inhomogeneous linear problem (4.6) is well-posedness
and we have the existence of a mild solution. However, we can have a regular solution as

shows the following result.
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Proposition 4.2.17. Let T > 0, b € H'(R) and up € H3(R). If f € WH1(0,T; L*(R))
and f, € L*(0,T; L*(R)), the inhomogeneous linear problem (4.6) has a unique reqular
solution uw € B3, such that

lulls,r < Csr {lluollgswy + I flwrror2wy + 1fell 20, 02®)) } 5 (4.67)
uy € Bo and
ullor < Cor {Nluoll sy + £ (0) 2wy + 1 fell L2 or:22R)) } > (4.68)

where C3 7 = 20elblT gnq Cor = 2ellblloeT,

Proof. By using the semigroup theory and the previous results, we obtain a unique regular
solution u € C([0,T]; H3(R)). Therefore, we will prove that u € L2(0,T, H*(R)). Indeed,
first note that ug € H3(R) < L2(R), hence applying the Proposition 4.2.1 it follows that
u € BO,T and

lullo,r < Cr {Iluollgswy + | fllwirom 2wy + 1 fell2o.r 2wy } (4.69)
where Cp = 2¢llblle” " On the other hand, note that u; solves the problem

Vp — Uz + VUgae + b0 = f;  in R x (0,00)
v(0) = v in R x (0, 00),

where vg = 02ug — d2ug — bug + f(+,0) € L*(R). Then, by applying the Proposition 2.3.9,
we have u; € By and

uellor < Cr {luoll sy + £ (0)ll2 + 11 fell L1 o722 (R)) } > (4.70)
obtaining (4.68). Moreover,

[ (bw)zll 2200, L2®)) < N0zll2llull 200,700 R)) T+ [10lloo 1tz | 20,7522 (R))
< Ol gy (wyllwllo,r (4.71)

where C is the embedding constant of H!(R) < L>(R). Since

Ot = 03u — Opuy — Op(bu) + 0xf in D'(R), forallt >0,

we have that d%u € L?(0,T; L*(R)), i.e. u € L?(0,T; H4R)) and u € B . In order to
prove (4.67), we need some estimates. Note that, from (4.69), we get

tSEéPT] u(t)ll2 < Cr {{luoll sy + I fllwraor 2@y + I fellL2(0.1:02R)) } - (4.72)
€10,

Multiplying the equation in (4.6) by us, and integrating in R one obtains the inequality

1d
§£Iluz(t)|!§ + [luae (N3 < L FOl2 + [1bul®)l2} [z (?)]l2-
Then, Young inequality leads to
1d 2 1 2 2 2 2
371t Ol + Sz (O)llz < C{IF D12 + Blls ()2}

Integrating on [0, T, using (4.69) and the embedding
W0, T)(0, T; L*(R)) < L>(0,T; L*(R)),
the solution can be estimated as follows

S[%PT} Juz(t)]l2 < CCr {luollmawy + | fllwrror 2wy + 1 fellzorrz®y p - (4.73)
te|o,
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A similar estimate is obtained by multiplying the equation by dju, integrating in R and
using Young inequality:

1d
2dt
Integrating on [0, 7] and using (4.71) and (4.69), we have

luza ()13 + %Hum(t)llg < CH{I£@)113 + | (bu)o ()13} -

tSEI)T] uze(t)ll2 < COT {|luoll 3wy + 1 fllwrao 2wy + 1fellzorzwy - (4.74)
€10,

Since

[taza(t)ll2 < [lus (D)2 + lluze()ll2 + [[bul@)]2 + £ @)]2,

using (4.69), (4.70), (4.74) and the embedding above, we conclude that

S[%PT} [tgae(t)]l2 < COT {{luoll sy + 1flwrror 2@y + I fell 202y - (4.75)
telo,

Putting together (4.72), (4.73), (4.74) and (4.75), we have

lulloqomms®y < CCr {luoll gz + 1 fllwraorczwy) + 1fellzorizwy } - (4.76)
On the other hand,
10pull 2 0.1:22R)) < lUawallz2, 122 @) + 102l L2002 ®)) + 1002l 20,722 (R))
+ [ fzll 20,12 (®))
< T3 wlle o, a3y + lwellor + [1(0w) el 20,72 (m))
+ 1 fzll 20,722 (R))-
The above inequality, (4.69) - (4.71) and (4.75) allow us to conclude that
18z ull 20,7522 @)y < COT {llwollgaw) + | fllwrro ey + I fell2omzz@y} - (477)
(4.76) and (4.77) implies (4.67). O
Theorem 4.2.18. Let b € H'(R) and a € C%(R) satisfying

la(u)] < C(L+[ufP), ' ()] < CAL+ |plP~) and [a"(0)] < C(1+ |u[P~?), VpeR,
(4.78)

with p > 2. Let T > 0 and ug € H3(R). Then, there exists a unique solution u € Bz of
(2.12), such that
[Ju

31 < m3([[uoll2)lluoll s w),

where n3 : Ry — Ry is a nondecreasing continuous function.

Proof. Let 0 < 0 <T and R > 0 to be a constant to be determined later. Consider

597R = {(u, U) € B3,9 X B0,9 U = Uy, ”(u7v)”33,9><30,6 = Hu 3,0 T HUHOﬂ < R} :

Then, for each (u,u;) € Sp.r C B3 g X By, consider the problems

v = Apv — a(u)uy

{ o(0) = (4.79)
. Ay = [au)u,]
Zt = ApZ — |a(U)Ug |t

{ (0 =2 (4.80)
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with 20 = —Uzee +Uozz —buo —a(ug)uos € L2(R) and Ayv = 0%v—02v—bv. Recall that A,
generates a strongly continuous semigroup {S (t)}t>0 of contractions in L?(R). Moreover,
by Lemma 4.2.16 (i) and (ii), a(u)u, € WH1(0,0; L?(R)) and [a(u)u,], € L*(0,0; L3(R)).
Then, by Proposition 4.2.17 the problems (4.79) and (4.80) have a unique mild solution
v, such that (v,v;) € B3 g x By and

[ (v, v) B3 g3 Bos < Collluollmrsmy + lla(w)uzllwia(o0r2my) + llalw) ]zl L2(0,0,02m)) }>
(4.81)

0116l oo

where Cy = 2e . Thus, we can define the operator

I':Sgr C Bsgx Byg —> BsgxByg by I'(u,us) = (v,v).
Since Cy < Cr, from (4.81) and Lemma 4.2.16, we have

1
1T (w, ut) 1By gx Boy < Crlluoll gswy + CTCOZ {([lullz0 + [[uelloo)
+ [lullf o (lullz o + llutlloe)

3 1
+||UtH0,9||U||§’9} +CrCo3 {||u||§79 +2llull55 + ”uuw}
< Orllug|l s m) + CrC? {4RPT! + 2R? 1 2R} .

Choosing R = 2Cr|lug| g3(w), it follows that

1
IECu )l e < (Kt 5 ) R

where K;(0) = C’TCG%{ZIRP + 2R + 2}. On the other hand, let (u, u), (w,w;) € Sp.r and
note that I'(u,u;) — I'(w, w;) is solutions of

{ vy = Apv + [a(w)w, — a(u)uy]
(0)=0

and

{ 2t = Apz + [a(w)w, — au)uglt
(0) = 0.

Hence, from Lemma 4.2.16, the following estimate holds

T (s ) = T(w, we) || By gx By p < Cr{lla(w)we — alw)uellwro,0.2(m))

+ la(w)we — a(u)uele| L2(0,0;02m)) b (4:82)

The next steps are devoted to estimate the terms on the right hand side of (4.82):

|a(w)w, — G(U)UzHlel(o,e;m(R)) < [(a(w) — a(u))waWl,l(o,e;L?(R))

+ lla(u)(w — u)sllwi0,6:02(R))-
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By using the Mean Valued Theorem and Lemma 4.2.16, we have
la(w)w, — a(u)ugllwrip;2) < CII(1+ [P~ + JwP ) w — ulwz |l wi1(0,0,02(R))
+ [la(u)(w — w)sllwra(0,002(r))
H[wP~Hw = ulws w0022y } + lla(u) (w = w)allwrr o602 @y

11
<C {2294 {lw = ulizpllwlize + [[(w = w)illosllwllse + w = ul

3,0/lwelloe}

—f—G%{Hw —u

-1 —1

sollullyy (lwllse + lwelloe) + [1(w — wellopllwlsolluls,
-2

+ (2 = Dlluellosllw — ullsallullso”[lwlls0}

1 -1
+ 02 {[lw —ullspllwlzy (lwllse + llwellop)

—1
00+ (0 = Dllw = ullsgllew]" willoo} }

Hlwlls pll[w — uls

1
+00% {(Jlw = ullsg + 1l (w = willo) + lul ol = wlls + @ — u)illo)
-1
Hlulosllw — ullso + lluclloglw — ullsolluly'}
<Kl (w = w, (0 = w)) | B (4.83)

where Ky(0) = C {(2%9% + 9%)]% +2(p+ I)H%R” + 9%} To estimate the second term,
note that
[a(w)ws — a(u)ug]e = [a' (w) — o' (w)]w; + a'(u)[w — ula[w + uls

+ [a(w) — a(u)|wze + a(u)[wey — uzg]  (4.84)

Then, from the Mean Valued Theorem, (4.66) and (4.78), we have the following estimates:

e (w) — @' (W)]wZ 20,022y < CIIL + [P~ + [ulP~?)Jw — u|wf]| 12(0.0:22(m))
< C{lllw — ulwll 20022 (my) + 1wl w — wlw? | 20 0:2)
+ P2 |w — wlw? || z20,0,22 () }

< o {Jwlgllw - u

-2
3.0 + [lwllf gllw — ullz.o + [fullf 5™ wll3 o llw — UIls,e} :

Ha’(u)[w — ulz[w + u]wHL2(0,9;L2(R)) < Ha’(u) [w — U]xwzHL2(0,e;L2(R))
+ [la" (w)[w — ulzuz| 200,022 (m))
< C{[lw — ulzwe | L2(0,6,22®)) + W — ulztizllL2(0,6,22R))
+ P [w — ulawall 12(00: L2y + IulP~Hw — ulstial 1200 0.2y }
< 003 {||lw|j3 pllw — ullse + llullsgllw — ull3
el lwllsollew = ullso + lulf gllew - ulls }
and

1 1
[[a(w) — a(uw)]wzz|| £2(0,6,2(r)) < CO2 {HWHS,eHw —ullz0 + [ulls 4 [[wl30llw — ullz

ool pllw — wlao
b

1
la(w)we — a(u)uzlell L2 0,0;02m)) < CO> {2IIwH§ﬂ +lwl o+ 2llwlse +2lullf o + llullse

1
la(w)wse = twealllz20.0:22) < COF { o = wllzg + lfullf pllw —

The above estimates and (4.84), show that

-1
+2||ull, lw

—2
30+ w55 wl3p + 1} fw -

< K3l[(w = u, [w = ult)[| B3 g xBo o> (4.85)

3,0
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where K3(0) = C02 {TR? + R* + 3R + 1}. From (4.82), (4.83) and (4.85), we get
HF(U> ut) - F(wa wt)HBg,eXBo,e < K4”(w ) [w - u]t)”Bs,QXBo,ga

where Ky = Cp(Ky + K3) = CrC0z {2(p+ 9)RP + RP~! + R2 + 4R + 2} + 2:CrCHi R.
Note that K7 < K4, therefore choosing # > 0, such that Ky < %, it follows that

{ Hr(uaut)HBs,GXBo,G <R .
”P(uvut) - F(wth)HBs,eXBo,e < §H(w -, [w - u]t)HB3,9><BO,9

Y

for all (u, ut), (w,w;) € Sp.r C B3 gxBog. HenceI' : Sy p — Sp  is a contraction and, by
Banach fixed point theorem, we obtain a unique (u, u;) € Sp g, such that I'(u, u;) = (u, u).
Thus, u is a unique local mild solution to problem (4.1) and satisfies

[ull3,6 < 2C7|Juol| g3 (m)- (4.86)

Moreover, (4.86) implies the solution does not blow-up in finite time and, by using standard
arguments, we can extent 6 to [0,7]. Finally, the proof is complete defining n3(s) =
2CT. O

4.3 Exponential stability

This section is devoted to prove the exponential decay of the solutions under the assump-
tions (4.4) and (4.5). We consider two cases: 1 <p <2 and 2 <p < 5.

4.3.1 Casel<p<2.

In order to make our work self-contained, we prove the following proposition which is
simliar to Theorem 5.1 in [23].

Proposition 4.3.1. Let b satisfying (4.4). Then, for any ug € L*(R) and 1 < p < 2, the
corresponding solution u of (4.1) is exponentially stable and it satisfies the decay estimate

u(t)]l2 < e |lugll, Vit > 0. (4.87)

Proof. We first consider ug € H?(R) and u the corresponding smooth solution. Multiply-
ing the equation in (4.1) by u and integrating in R, we have

d
%Hu(t)llg +2||uz (113 = —2/ b(@)|u(z, t)*dz.
R
Hence, proceeding as in [23, Theorem 5.1], we obtain
lu()ll2 < e [luolla-

Now, let ug € L?(R) and u the corresponding mild solution given by Theorem 4.2.6.
Consider {u, 0} € H3(R), such that

Up,0 — Ug in LQ(]R).
Then, the corresponding strong solutions u,, satisfy the estimate
lun(®)ll2 < €22 un,oll2- (4.88)
On the other hand, note that the identity (4.17) in Theorem 4.2.6 implies that for all ¢ > 0
u, —u in L*(R).

Taking the limit in (4.88), we obtain (4.87). O
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Corollary 4.3.2. Let T > 0, ug € L*(R) and b satisfying (4.4). Then there exists a
nondecreasing continuous function ag : Rt — R, such that the corresponding solution u
of problem (4.1) with 1 < p < 2 satisfies

ullo ermy < co([[uoll2)e™ 2t V¢ > 0.

Proof. Note that, after a change of variable, the restriction of u to [t,¢ + T is a solution
of problem (4.1) with respect to the initial data wu(t). Then, by Theorem 4.2.11 and
Proposition 4.3.1 we have

lullojesry < Bo(llul®)ll2)lu()ll2 < Bole™>** luoll2)[[uoll2e ™" < an([luoll2)e ™",
where ag(s) = Bo(s)s. O

The next result was inspired by the ideas introduced in the proof of Theorem 6.1 in [23]
and Proposition 3.9 in [81].

Proposition 4.3.3. Let T > 0, 1 < p < 2, a(0) = 0 and b satisfying (4.4). Then, there
exist v > 0, Ty > 0 and a nonnegative continuous function ag : Rt — RT, such that, for
every ug € H3(R), the corresponding solution u satisfies

[w(t) || 3 ry < s(lluoll2, To)luoll ga@ye ™, V¥t > To. (4.89)

Proof. Let v = uy. Then, by Proposition 4.2.8 v solves linearized equation (4.23) with
vg = —03ug + 02up — a(ug)dxug — bug and satisfies

[ollo.r < a(llullor)lvoll2- (4.90)

After a change of variable, the restriction of v to [t, t + T] is a solution of problem (4.23)
with respect to the initial data v(¢) and

[olloit.e+77 < ollwllo,t.e+) [0 () l2-
Applying Corollary 4.3.2, it follows that
[vllo. 1) < o(ao(lluollz)e™ ) [[o()l2 < o ao([[uoll2)) [l (t)]]2- (4.91)

On the other hand, the solution v may be written as

o(t) = S(#)vo — /0 S(t — s)[au(s))v(s)]ads

where S(t) is a Cp-semigroup of contraction in L?(R) generated by the operator A4;. Note
that v1(t) = S(t)vp is solution of the problem (4.23) with a(u) = 0. Then, proceeding as
in the proof of Proposition 4.3.1, we have

lor(@®)ll2 < floofle™", vt > 0. (4.92)
Let us now denote va(t) = f(f S(t — s)[a(u(s))v(s)]zds. Note that
[v2(T)ll2 < lla’ (w)uav]| 10,0 r2m)) + la(w)vell o102 ®))-

Moreover, a(0) = 0 implies that |a(u)| < C(1+ |u[P~1)|ul, for some C > 0. Thus, by using
Lemma 4.2.4, the following holds

[o2(T)l2 < C I+ [uP~uzvll Lo 2y + 11+ [ulP~ ) ulval 20,7502y }
1 1 2—
< 20 {257 Jullorlollor + 2577 ully rvllor} - (4.93)
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Using (4.90), (4.92) and (4.93), we obtain a positive constant K7, such that

[o(T)]l2 < ( TP Kr (14 [lullg ) lulloro(lullo, T)) [volf2-

With the notation introduced above, we consider the sequence y,(-) = v(-,nT") and intro-
duce wy(+,t) =v(-,t +nT). For ¢t € [0,T], wy, solves the problem

Oywy, + Bwy, — 02wy, + [a(u(- + nT))wy)zs +bw, =0 in R x RT
wn(o) = Yn in R.

First, observe that we can obtain for y, an estimate similar to the one obtained for v(7T):

lyn+1llz = lwa(T)ll2 < e wollz + Kr(L+ Ju(- + nT)|lg 7 )llu(- + nT)

< {7 K1+ [l sy 2l o s ym Ul o s T]>} s
(4.94)

On the other hand, we can take 5 > 0, small enough, such that
e 20T 4+ Kr(1+ 57" 1)Bo(B) < 1.
With this choice of 3, Corollary 4.3.2 allows us to choose N > 0, large enough, satisfying
[ullo,pnr,(n1y7) < @o([[uoll2)e ™ < ag(flugll2)e N < B, Vn > N.
Thus, from (4.94) we obtain the following estimate
[yn+1ll2 < 7llynll2; Vn >N, where 0 <r <1,

which implies
lv((n + E)T)|l2 < 7*||lv(nT) ||, Vn > N. (4.95)

Let Typ = NT and t > Ty. Then, there exists k € N and 6 € [0, T], satisfying
t=(N+k)T+0.
Then, from (4.91) and (4.95), it is found that
[v@®l2 < [[vlloj(vra)7, (N7 < o(ao([luoll2) [[0((N + k)T)||2
t— NT 6
< o(ao([luoll2))r [o(To)ll2
_NT—

< a(ao(l[uoll2))r =T a(ao(To, [[uoll2))[v(0)]l2
< 1 ([uoll)e ™" |vol2,

where §; = £1n (%) and m(s) = o(ag(s))o(ag(Ty, s))r~N+D . Invoking the estimate
(4.27) in Theorem 4.2.9, and having in mind that v = u;, we get

e (t)ll2 < m2(lluollz) luoll s e ™, ¥t > Ty, (4.96)
where 12(s) = 71(s)C(s). On the other hand, note that
[tz ()2 < [lue(t)ll2 + luea ()ll2 + [la(u(®))u(®)ll2 + [[blloollu(®)]]2- (4.97)

Estimating the nonlinear term as in the proof of Lemma 4.2.3,

Ja(u(®)u)lls = a0 a0 < u@ oo lua @ < 25 o), Juale)y*

from (4.97) we obtain
p+1 ptl pt3
[tz ()ll2 < llue(®)ll2 + uze@)ll2 + 272 [u(@)ll2® llua(@)ll2® + [[bllocl[u(®)]]2-
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Using Gagliardo-Nirenberg and Young inequalities, it follows that

2 1 ptl 5p49 pi3
fuzee®)la < Jue(®)ll2 + Ol (5 N0 + 275 Clu) 5 () 5°
+ [l )l
c 2% (3 — p)C Spto
< Jua®ll+ (5 + Pl ) T + 20 =2 o
+7
+ (1’6> Cel[taza(t) 2-
Choosing € = ﬁ, we have
C*(p+7)
el < 2ol + 2 (ET ol ) ol
pt+1
22 (3—p)(p+T7)C? e
¥ ) (o)

Applying Proposition 4.3.1 and estimate (4.96), the following decay estimate holds

[taae ()2 < s(lluolDlwoll ms@ye™, vt =T, (4.98)

6p—1
where m(s) = 2m(s) + 2C%(p + 7) + 2blloc + 3275 C2(3 — p)(p + T)sT7 and 4 =
min {d1,2Ao}. Now, using Gagliardo-Nirenberg and Young inequalities it is easy to obtain

[l sy < Co ([u()ll2 + 1uzae (t)]]2) -

Finally, by Proposition 4.3.1 and (4.98) we obtain (4.89) with as(s) = C; (1 +n3(s)). O

Proposition 4.3.1 and 4.3.3, together with Corollary 4.2.12 and interpolation arguments
give the main result of this section.

Theorem 4.3.4. Let T >0, 1 < p < 2, a(0) =0 and b satisfying (4.4). Then, there exist
positive constants v, €9 and a continuous nonnegative function o : R™ — R, such that,
for every ug € H*(R), with 0 < s < 3, the corresponding solution u satisfies

()l s () < (T, [luol2) uoll s e ™, ¥t = To. (4.99)
Proof. By Corollary 4.2.12 the corresponding solution u belongs to By |, 1), for all ¢ €

(0,T]. In particular, we choose ¢ < Ty, where Ty is given by Proposition 4.3.3. Then, by
using the interpolation inequality (2.43) in [0/, pag. 19], we have

1_s s
lu@)l[rs@) = lu@®llz@) me@), ; < Clu®lle *lu@®)]fsg), ¥E2e
Finally, Propositions 4.3.1 and 4.3.3 give us that
~2(1-%)Aot (1-3) 3 — &t
|w(®) | s () < Ce 3% uolly * g ([Juollz, To)e™ 3", vt > Th.

Observe that, by construction, 7 < 2)¢, therefore we obtain (4.99) with a(s,Tp) =
Ca (s, Tp). O
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4.3.2 Case 2 <p<b.

Along this section we assume that the damping function b = b(x) does not change sign
and satisfies (4.5). Under this condition, we prove the exponential decay of the solutions
in the L2-norm by using the so-called compactness-uniqueness argument. The key is to
establish the unique continuation property for the solution of the GKdV-B equation. The
proof of this unique continuation property is mainly based on a Carleman estimate.

The next Carleman estimate is based on the global Carleman inequality obtained for
the KdV equation in [79].

Lemma 4.3.5 (Carleman’s estimative). Let T' and L be positive numbers. Then, there
exist a smooth positive function v on [—L, L] (which depends on L) and positive constants
so = so(L,T) and C = C(L,T), such that, for all s > sg and any

g€ L*0,T; H*(~L,L)) N H*(0,T; L*(—L, L)) (4.100)

satisfying
q(t,£L) = qz(t,£L) = qua(t,£L) =0, for 0 <t < T, (4.101)

we have

rort > 3 2s9(x)
S 2 S 2 S 2 el o S
s T sl e~ WD ddt
/0 /_L{t5(T—t)5"J| t3(T_t)3|‘1x| t(T_t)Iqml }
Tk , _2sb()
< C/ / ‘Qt — Quz T Qxaca:‘ e T dxdt.
0o J-L
It is well known that the second order term —gq,, and the first order term ¢, can
be absorbed by choosing s large enough and increasing the constant C' in the Carleman

estimate in [79]. However, we present a proof of the Carleman estimate in the Lemma
4.3.5 in the Appendix.

Lemma 4.3.6 (Unique continuation property). Let T be a positive number. If u €
L>(0,T; HY(R)) solves

Ut — Ugy + Upgy + a(w)uy, =0 in R x (0,7)
u=0 in (—oo,—L)U(L,00) x (0,T),

for some L > 0, with a € C(R) satisfying (4.3), then w =0 in R x (0,T).

Proof. For h > 0, consider

1 t+h
ul(z,t) = / u(z, s)ds.
h Ji
Then, v € WH(0, 7", H'(R)) and
u = u in L0, T'; HY(R)), (4.102)

for any 7" < T. Moreover, u” solves

h . h h ho_ . /
{ up —ult, +ul o+ (a(u)ug) 0 inRx(0,77) (4.103)

u=0 in (—oo, —L)U (L,0) x (0,T).

On the other hand, note that v € L*(0,T, H'(R)) implies a(u)u, € L°(0,T, L*(R)).
Indeed, since

||a(u)ux||L°°(0,T,L2(]R)) < C{H“HLO@(O,T,Hl(R)) + ||quoo(07T,Loo(R))HUHLOO(O,T,Hl(IR))} )
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(a(uw)uz)* € L>®(0,T, L*(R)). Then, proceeding as in the proof of Theorem 4.2.9, we have
ul e L0, 7', H3(~L, L)) N H(0,T', L*(—L, L)).

Invoking the Lemma 4.3.5 we obtain C, sy > 0 and a positive function 1, such that

5(,,h|2 3|2 h |2 s¥(a)
/ { 58 ‘u ‘ 5 + 3 ’U | + S‘uxx’ }etz(%pt)dzvdt
o (BT =15 " B3(T—t)3 " (T —t)

_250(2)
< C/ lut —ul, b, |Pe” 10 dadt,
Q

for all s > sp and Q = (0,7") x (=L, L). By (4.103),
_ 2s(=) _ 2s5%(=)
/ luft — b, +ul, |Pe” 7T dadt :/ |(a(u)ug)"|?e” 7T dadt
Q Q
_ 2s(x)
S/ la(u)ul|?e t(Tf>d93dt+/ [(a(u)ug)" — a(u)ul2dxdt
Q Q
2 h2,— 2 h hy2
< ol f tPe a4 (o(wue)" ~ auidls

Hence,

5 3
S h2 § 2 h2
o< [ { = + (= ~ Ol )

S

T =

m|ﬂe«TWMﬁ<cm()xw—ww¢ﬁmw (4.104)

since, for s large enough, we obtain Clla(u )H%OO(Q) > 0.

7@ ?

Note that (4.102) guarantees that a(u)u® — a(u)u, in L?(0,T;L?(—L.L)), since

x
a(u) € L*>(0,T",L>°(—L, L)). Moreover, as a(u)u; € L*(0,7’,L?>(—L,L)) we have that
(a(w)ug)® € Wh(0,T",L*(~L,L)) and (a(w)us)® — a(u)u, € L*(0,T',L*(—~L,L)).
Thus, passing to the limit in (4.104), we obtain that u = 0 in (=L, L) x (0,7"). Using
(4.103) and since 77 may be taken arbitrarily close to T', we have u =0 in R x (0,7). O

Now we show that any weak solution of (4.1) decays exponentially to zero in the space
L?(R).

Theorem 4.3.7. Let a be a C*(R) function satisfying (4.44) with 1 < p < 5 and b
satisfying (4.5). Then, the system (4.1) is semiglobally uniformly exponentially stable in
L3(R), i.e, for any r > 0 there exist two constants C > 0 and n = n(r) > 0, such that, for
any ug € L*(R), with lluoll 2wy < 7, and any weak solution u of (4.1),

lu(®)ll 2y < Clluoll2@e™, 0.
Proof. First, note that the corresponding solution u of (4.1) satisfies the following estimate

a8 22 g + 2t 20 2y +2 / | pelute. )P dodr = uol, (a.105)

On the other hand, multiplying the equation in (4.1) by (7" — t)u and integrating on
R x [0,T], we obtain

||u0H2 Hu||L2 (0,T:L2(R )—i-/ / (T—1)|ug(z,t)] dxdt—i—/ / (T —t)b(x)|u(z, t)|*dzdt,

(4.106)
which implies that

ol < Al + 2Nl ooy +2 [ [ M@l 0P et @107
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Claim 4.3.8. For any T > 0 and r > 0 there exist C = C(r,T), such that, for any weak
solution w of (4.1) with ||ugll2 < r, the following estimate holds:

/ / lu(x, t)|?dedt < C (HquLg(OTLg R)) / / x)|u(z,t)] dedt> (4.108)

Proof. We argue by contradiction and suppose that (4.108) does not hold. Hence, there
exist a sequence {u,} of weak solution in C,,([0,7]; L?(R)) N L?(0,T; H*(R)) satisfying

[un(0)]l2 <7
and such that

”“nHm 0,7;L2(a,8))

lim = +o0. (4.109)
e Ha un||L2(OTL2 )+f0 fR |Un| dxzd
Define
Un (T, T
A= unll 20702008 and  wvp(z,t) == g\ )
Then, v,, satisfies
lvnll20,102(a,8)) = 1, VR €N (4.110)

and it is a weak solution of

vp(,0) = 7“"/(\:”’0) :

n

{ Oyvn + O2v, — 0%y + a( Mgy )Opvn + bu, = 0

Moreover, from (4.106), we get

7 1
An = |lunllL20,;02(0,8)) < T2 un(0)ll2 < T2, (4.111)

and (4.109) implies that

nh_)ngo Haﬂﬁ”“”%?(o,T;L?(R)) =0 and lim / / ) |vp|?dzdt = 0. (4.112)

n—00

Furthermore, by (4.111) we obtain a subsequence, denoted by the same index n, and A > 0,
such that
An — A

On the other hand, note that

la(Anp)| < C(1+ [uf?)

and vy, (z,0) is bounded in L?(R). In fact, by (4.107) and (4.112) we obtain

Combining (4.112), (4.113) and (4.105) we conclude that {v,} is bounded in the space
L>(0,T; L*(R)) N L?(0,T; H'(R)). Hence, extracting a subsequence if needed, we have

v, —=v in L2([0,T); L*(R)) weak *,

v, = v in L*([0,T]; H(R)) weak,
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as n — oo. In order to analyze the nonlinear term, we consider the function

Av) = /Ov a(Au)du, Ap(v) = /Ov a(Apu)du.

Proceeding as in the proof of Theorem 4.2.14, it is easy to see that a(A,vp)0yv, =

9[An(vy)] is bounded in L([0,T]; H,2(R)), for a € (1,% , and Qv = —0v, +

02vy, — a(Anvp)0v, — buy, is bounded in LO‘([O,T];HZZCQ(R)) — LY(0,T; H, *(R)). Since

loc

{v,} is bounded in L?([0, T]; H*(R)) and using Aubin-Lions Theorem (see [(4]), we obtain
a subsequence, such that

v, — v strong in L?((a, B) x (0,T)). (4.114)
By (4.112), it follows that v, — 0 strong in L?((R\ (a, 8)) x (0,T)). Therefore,
v, — v strong in L*(R x (0, 7)), (4.115)

with
v=0onw x [0,T], where w = R\ (a, §). (4.116)

and
a(Avn) 00y, — a(Av)dpv in D' (R x [0,T]).

Thus, v solves
Vg + Vpze — Vgz + a(A0)vz +bv =0, in D'([0,T] x R)
and from (4.110) abd (4.114) - (4.116), it follows that
vl 2 (0,r;22m)) = 1. (4.117)
Claim 4.3.9. Let 0 < t; < to < T. Then, there exists (t},t,) C (t1,t2), such that
v e L®(th, th H'(R))
Proof. Let w, be solution of

Oywy, — 02wy, + 03wy, + an(Apwy)Opw, =0 in R x (0,7T)
wp(z,0) = vy (x,0) in R

where a,, € C§°(R) satisfies (4.45) and (4.46). Proceeding as in the proof of the Theorem
4.2.14, we have that

Wy — vy = 0in C([0, T]; HLX(R))  and  |lwpll 220,701 () < C- (4.118)

loc

Consider 7, € (tl, t142rt2)7 such that
T — 7 and ||wn (7o)l 220,750 () < C-
Hence, by Theorem 4.2.18,
lwn (T + L2061 () < C,s (4.119)
for any ¢ <T. On the other hand, note that (4.118) implies that
wn(Tn +-) = v(T+-) in C([0,¢]; Hy,, (R)) (4.120)

for e < 251 Thus by (4.119) and (4.120), v € L®(7,7 4+ ; H'(R)). O
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Applying the claim above and Lemma 4.3.6, we deduce that v = 0 in R x (¢|,t5),
where (t’l, t2) (t1,t2). As to can be arbitrary close to t1, we obtain by continuity of v in
H; 1(R) that v = 0, which contradicts (4.117). O

Returning to the proof of the Theorem, note that (4.105) implies that

T
maw;®+zm/t/ fulz,t) Pdadt < JuolZage,
0 JR\(e,pB)

It follows that

1
W ||u(T HLQ / /]u z,t)|?dzdt < HuOHLQ(R / / u(z, t)|*dxdt.

By claim 4.3.8 and the monotonicity of |Ju(-, )2 12w » the following estimate holds

1 2 1 2
(2A n T> [w(T) 72 < K\IuoHLz(R)

+ C(T T) <Huﬂ?HL2 0,T;L2(R)) / / ‘U .Z' t | dl’dt)
by (4.105), it yields that

1 C(r,T) 2 1 CrT) 2
<2>\0 +T+ 5 ) (T 22y < (2>\0 + 9 [uollZ2(r)

(T2 Ry < YMuolfem), with0 <y <1.

that is,

Consequently,
(kT 2y < 2 lluolBay,  Vh = 0.

Moreover, for any ¢ > 0, there exist k > 0, such that k7" <t < (k+ 1)T. Thus,
w12y < lutkD) 2@ < 7 luollZ2
<Ay uollFem
<y Huol|72 e ™™,

where n = —I”TW > 0. O

The next result asserts that the system (4.1) is globally uniformly exponentially stable
in L?(R). It means that the constant 7 in Proposition 4.3.7 is independent of 7, when
uollr2g) < -

Theorem 4.3.10. Let a be a C%(R) function satisfying (4.3), with 1 < p < 5, and b
satisfying (4.5). Then, the system (4.1) is globally uniformly exponentially stable in L*(R),
i.e, there exist a positive constant 1 and a nonegative continuous function a : R — R, such
that, for any ug € L*(R) with |uo||2ry < r and any weak solution u of (4.1),

[u®)llz2@) < aluoll2my)e™, t>e.

for all € > 0, where n = n(e).
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Proof. By Theorem 4.3.7, there exist ' =1/(¢) > 0 and C = C(g) > 0, such that
lu(®) | 2@y < Cllu(e)|l2@ye™", t>e.

If [|uol|L2(r) < 7, again, by Proposition 4.3.7 there exist C; > 0 and 7, > 0, satisfying
[u(t) || L2y < Crlluoll L2@ye™™", > 0.

Thus, for all £ > e, we have

[w(®)lL2@®) < C'Hu(5)||L2(R)e*77’t
< CCTHUOHB(R)@*"TE@*W

< Q(HUOHL?(R))@*M,

where a(s) = CCre s,

102



CHAPTER
FIVE

CONTROLLABILITY ASPECTS OF THE
KORTEWEG-DE VRIES BURGERS EQUATION ON
UNBOUNDED DOMAINS

The aim of this work is to consider the controllability problem of the linear Korteweg-
de Vries Burgers equation posed in the whole space. Following the ideas contained
in [79], we obtain a sort of exact controllability for solutions in L} (R?) by deriving

an internal observability inequality. To establish the result, we combine a Carlemann
estimate and an approximation theorem.

5.1 Introduction

In this chapter, we are concerned with the study of controllability properties of the linear
Korteweg-de Vries Burgers (KdVB) equation:

Up — Ugy + Upze =0 In R X R (5.1)
u(z,0) = up(z) in R. '
The KdV-Burgers equation was derived by Su and Gardner [93] for a wide class of nonlinear

system in the weak nonlinearity and long wavelength approximation. This equation has
been obtained when including electron inertia effects in the description of weak nonlinear
plasma waves [19]. The KdV-Burgers equation has also been used in a study of wave
propagation through liquid field elastic tube [52] and for a description of shallow water
waves on viscous fluid. The equation (5.1) can be thought of as a composition of the KdV
and Burgers equation, involving dispersion and dissipation effects.

Our main purpose is to address the controllability of (5.1) in L?(R). The analysis devel-
oped here was inspired by the results obtained by Rosier in [79] for the linear Korteweg-
de Vries equation in the half-space, which claims that the linear KdV is indeed exactly
boundary controllable in 2 = (0, 00) provided that the solutions are not required to be in
L>(0,T; L*(Q)):

Theorem (Rosier [79, Theorem 1.3]) Let T,e,b be positive numbers, with ¢ < T. Let
L2(Q,e2%dx) denote the space of (class of) measurable functions u : @ — R such that
0 uw?(z)e ?%dy < co. Let ug € L*(Q) and ur € L2(Q,e~2"dx). Then, there exists a
function

we L2.([0,T] x [0,00]) N C([0,¢], L2(Q)) N C([T — ¢, T), L*(Q, e 2"*dx))

103



fulfilling
Ut + Ugp + Ugzy =0 inD'(Qx(0,7))

Ul¢=0 = up,

=1 = urp.

In the above Theorem, note that w is locally square integrable. Actually, for a cer-
tain function ug in L?(0,00) and ur = 0 a trajectory u as above cannot be found in
L>(0,T, L?(0,00)) (see [79, Theorem 1.2]). It means that the bad behavior of the trajec-
tories as x — oo is the price to be paid for getting the exact controllability in the half
space ). The same kind of results occurs for the heat and Schrodinger equation.

Our results have affinities with the work of L. Rosier [79] and we adapt his ideas to
prove the main result:

Theorem 5.1.1. Let {S(t)}+>0 denote the continuous semigroup on L*(R) generated by
the differential operator A = 9% — 93 with domain H3(R). Let T, positive numbers, such
that e < L. Let ug,ur € L*(R). Then, there exists a function

uwe L2 (R*)NC([0,e] U[T — e, T], L*(R))

loc

which solves
Ut — Ugy + Ugee =0 in D'(R x (0,7T))
u(z,0) = up(z) in R, (5.2)
w(z, T) = S(T)ur(z) inR.

The proof of the main result combines Fursikov-Imanuvilov’s approach [11] for the
boundary controllability of the Burgers equation on bounded domains, which is based
on a global Carleman estimate. In order to obtain the extension to some unbounded
domain, we follow Rosays clever proof of Malgrange-Ehrenpreiss theorem [33], which uses
an approximation theorem. The proof of the approximation theorem is based on two
technical results, namely, Proposition 5.2.3 and Lemma A.3.3. The Proposition 5.2.3
refers to an observability inequality, which differs from the case of the KdV, was proved
by using an internal Carleman estimate. The final step is a standard Mittag-Lefflers
procedure. As in the case of the KdV, the nonlinear problem for KdV-Burgers is open.

Since the semigroup S(-) associated to KdV-Burgers is not a group in L?(R), the proof
of the Theorem 5.1.1 does not give us the exact controllability directly in the whole space,
i.e, we have that the solution u of the Cauchy problem (5.1), satisfies u(T") = S(T)ur, for
any ug and ur in L?(R). However, with some minor modifications in the proof of Theorem
5.1.1 as in [79], we obtain a exact controllability result in the half-space, provided that
ug € L*(0, +00) and ur € L2((0,4+00), e~2**dz), namely:

Theorem 5.1.2. Let T,e,b be positive numbers, with ¢ < T. Let ug € L*((0,+00)) and
ur € L2((0,400),e~2%dz). Then there exists a function

ue L2 ,([0,T] x (0, +00)) N C([0,€], L*((0, +00))) N C([T — &, T], L*((0, +00), e ~2*%dz))

loc
fulfilling
Ut — Ugg +Ugge =0 0 D/((Oa +OO) X (07 T))
ult=o = up,

U= = ur.

The major difference with Rosier work is the internal observability. The techniques
used to prove the Proposition 5.2.3 are different from those used in the proof of the
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observability inequality for the KdV equation. More precisely, we developed a Carleman
inequality which allows us to prove directly the observability as in [20] and [16]. It seems
difficult to use the compactness-uniqueness argument and the Ingham’s inequality approach
used by Rosier in [78,79], due to the lack of L?(R)-estimates and the differential operator
nature associated to KdV-Burger equation, respectively.

An important remark is related to the approximate controllability for Pde’s in L?(),
when Q2 is an unbounded domain for dispersive models. In this case, the approximate
controllability problem has a positive answer. The (simple) proof of the next Proposition
can be found in the appendix of [79].

Proposition 5.1.3. Consider a (real) constant coefficients differential operator Au =

Yoo ai%, with domain D(A) = {u € L*(R) : Au € L*(R)}. Assume that n > 2 (with

an # 0) and that A generates a continuous semigroup {S(t)}s>0 on L2(R). Let T > 0 and
Ly < Ly be some numbers. Set

T
R= {/ S(T —t)f (-, t)dt; f € L*(R?),supp f C [L1, La] x [O,T]},
0

where supp f denotes the support of f. Then R is a strict dense subspace of L*(R).

As far as we known there exist a few works about controllability in unbounded domain
for dispersive equations [79]. In particular, to heat equation, we can cite some recent
results, (see, for instance, [16], [17], [71] and [73]).

Finally, let us mention that the exact boundary controllability of the linear KAV in
L?(0, +00) fails to be true if we restrict ourselves to solutions with bounded energy, that is,
which belong to L>(0, T, L?(0,+00)). An implicit formulation (that is, without specifica-
tion of the boundary conditions) of this fact is given in [79, Theorem 1.2], which shows that
even the (boundary) null-controllability fails to be true for solutions with bounded energy.
This phenomenon is unknown for the linear KdV-Burgers equation (5.1). Furthermore,
like for the KdV equation, the nonlinear case remains a open problem.

The chapter is organized in the following way:

- In section 5.2, we present an internal observability inequality for an appropriate initial
value problem of the KdV-B via Carleman estimates.

- Section 5.3 is devoted to the proof of the Theorem 5.1.1.

- Finally, in the Appendix A.3, we prove some results we have used in the proof of
Theorem 5.1.1.

5.2 Internal Observability

In this section, we follow the same approach as in [20] to prove a observability inequality
for the linear Kdv-Burgers equation posed in a bounded domain. Consider the differential
operator

A=:0p3 — Opgay, D(A):={u€ H*(—L,L) :u(-L) =u(Ll) =uy(L) =0}. (5.3)

Proposition 5.2.1. The operator A and its adjoint A* are dissipative in L*(—L, L).
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Proof. 1t is easy to see that A* is given by
A* = Ore + aa::cmv D(A*) = {90 € H3(_L7L) : @(_L) = SO(L) = (Pw(_L) = 0} . (5'4)
Let u € D(A), hence,

L L L L
(Au,u)r2 = / UppUdT —/ UpprUAT = —/ uidﬂs +/ Upr Uy dT
—L —L —L —L

r 1
= —/ uZdr — —u2(—L) < 0.
-L

Then, A is a dissipative operator in L?(—L,L). Analogously, A* is also a dissipative
operator in L?(—L,L). O

The above proposition together with the density property of the domains D(A) and
D(A*) in L?(—L, L) and the closeness of the operator A (4 = A**), allow us to conclude
that A generates a Cy semigroup of contractions {Sy,(¢)}4>0 on L?(—L, L) (See [77]) which
be denoted by Sy (-). Classical existence results then give us the global well-posedness in
the space L2(—L, L).

Theorem 5.2.2. Let ug € L*(—L, L) and consider the initial boundary value problem

{ut ~ Au in (0.7) x (-1, L), 55)

u(0,z) = ugp(z) in (—L,L).
Then, there exists a unique (weak) solution u = Sr(-)ug of (5.5) such that
ue C([0,T); L*(~L,L)) N H" (0, T (H%(0,L))?).
Moreover, if ug € D(A) then (5.5) has a unique (classical) solution u such that
u € C([0,T]; D(A)) N CH(0,T); L*(~L, L)).

In general, the following observability inequality plays a fundamental role for the study
of the controllability properties. In this case, it will be used to prove an approximation
theorem stated in the next section.

Proposition 5.2.3. Let [, L, T be positive numbers such that | < L. Then there exists a
constant C > 0 such that, for every ug € L*>(—L, L), the solution of (5.5) satisfies

lull 20,7, 02(=1,0)) < Cllull20,7, 02wy, w = (=11). (5.6)

for some C > 0.

The proof of the Proposition 5.2.3 was motivated by the works [20] and [16]. Following
the methods developed in above papers, we prove the internal observability (5.6) by using
a Carleman estimate. Before to present the proof of Proposition 5.2.3, we establish some
preliminary results.

Carleman Estimate for the KdV-Burgers equation

In order to prove the internal observability for the KdV-Burgers equation, we follow closely
the ideas present in [20]. In such work, the authors establishes an internal Carlmenan
estimate for the non-homogeneous system:

Gt + Grax = f in (0,L) x (0,T),
q(0,t) = q(L,t) = q,(L,t) =0 in (0,7), (5.7)
Q(xa 0) = QO(w) in (O> L)'
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where f € L?(0,T;L?(0,L)). Note that a priori, the solution ¢ of (5.7) does not have
regularity enough to apply the Carleman estimate present in [20, Proposition 3.1] with
f = qzo. Hence, to get the desired Carleman estimate, we assume that w = (I1,l2) with
—L < l; <ly < L and pick any function ¢ € C3([-L, L]) with

¢ >0in [-L, L], (5.8)
|| > 0,9" <0, and ' <0in [-L,L] \ w, (5.9)
¢ (L) < 0 and ¢/(L) > 0 (5.10)
zﬁﬁﬂ%) wm<£ﬁ%wmhwwﬁ:wm,xﬁﬁuwm:w@m:w@x

(5.11)
V(L) < 30s) (5.12)

The existence of such a function is guaranteed in [20].

Lemma 5.2.4 (Carleman’s inequality). Let T > 0. Then, there exist positive constants
so = so(T,w) and C = CO(T,w), such that, for all s > so and any ug € L*(—L, L), the
solution u of (5.5) fulfills

2, S0 e sY 2| -2t
/ / {t5 5’ ul m‘uw| +t(T )‘uaﬁ:}c| }6 ( )dxdt
i _2s9(L)
+/0 {t3(;€( ))3| :t( )|2+ t(;qf t)‘uwx(_L)P}e t(;f*t)dt
3,/,3
<C/ /{t5 5|u|2 Mmdg_‘_t(;w )|uzz|2}e t(T t)dxdt (5.13)

Proof. First, we suppose that ug € D(A), so that u belongs to space C([0,T]; D(A)) N
C([0,T); L?>(—~L, L)). The general follows by a density argument. Let u = u(x,t) and
o(t,x) = tng(f)t), where 1) is a positive function satisfying (5.8)-(5.12). Consider

vi=e *Yu and w:=e **P(e*v),
where P is the differential operator given by

P=20,—0%+0.

Note that
O (e®Pv) = e {spv + v},
0. (e%Pv) = e*? {sp,v + v},
85(685"1)) = e? {sgomv + 32cpiv + 2800, + um} ,
85’(6”@) =¥ {swzmv + 382<pm<pmv + 38QgrVy + s?’cpiv + 3s2goivw + 350 Vgr + vmz} .

Hence,
P(e&pv) = e {(S(Pt + Sz + 382903:()0:1:1’ + 33()0:335 — SPxx — 3290?:) v
(3830$$ + 33 - 23@&?) Vg + (3390z - 1) Vgz + Vgzx + Ut}

and
w = Av + Bl}x + C'Umx + Vpgr + Ui,

Note that by definition of w and using the boundary conditions of (5.5), we have that

Av + Bvg + Cugy + Vgge + v = 0. (5.14)
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where

A= S(th — Pzz + mexz) + 352803390931 + 53802 - SQQDi, (515)
= 35¢pzz + 35 — 28y, (516)
C =3sp, — L. (5.17)

Set L1v := v + Vgge + Bv, and Lov := Av + Cvy,.. Thus, we have

T rL T rL
2 —
2/0 /_L Li(v)La(v)dxdt < /0 /_L (L1(v) + La(v))” dzdt = 0. (5.18)

In the following, our efforts will be devoted to compute the double product in the previous
equation. Let us denote by (L;v); the j-th term of Lyv and Q = [0,T] x [—L, L]. Then,
to compute the integrals on the right hand side of (5.18), we perform integration by part
in z or t:

(Lo}, (La)1) 2 = / ApPdudt,
1 9 3 9 1 T )
((L1v)2, (Lav)1) 12(q) = —3 Agzzv-dadt + 3 Apvidzdt + 3 A(—L)vz(—L)dt
Q Q 0

1
((LIU)S; (LQU)I)LZ(Q) = —5 /Q(AB)xvzdxdt,

T
((L1v)2, (Lav)2) 12(g) = /C’ vmdazdt—i—;/o C(L)v2,(L)dt
T
3 /O C(~ L), (~L)dt

1 1T
(a0 (Lav)a) gy = — [ (BO)ddodt— 5 [ B-L)IC(-Lp(-1)
Q 0
By using (5.14), we have that
1
(L1v)1,(Lav)2) 12y = —2/QC&g(vg)dmdt—/Qvaxvtdxdt
1
:/ Ctvid:cdt—l—/ Crvy (Av 4+ Bug 4+ Cvgy + Vgge) dadt
2 Jq Q
-1 / ng%da:dzwr1 / AC, (v?) pdadt + / Bszidxdt—i—l / CCy(v2)dxdt
2 Jq 2 Jq Q 2 Jq
+/ CrUy Ve dxdt
Q
:1/ Ctv?cda:dt—1/(ACa;)xv2da:dt+/ BCv2dxdt — 1/(CCx)xvgdaBdt
2 Jq 2 Jq Q 2 Jq
1T 1 1 (7
—/ C(—L)Cx(—L)vg(—L)dt+/ Cmvgd:cdt+2/ Coz(—L)v%(—L)dt
0
/Cv d:z:dt—/ Ca( —L)vg,(—L)dt
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applying Young inequality, it follows that

1 1
((L1v)1, (L2v)2) 12(q) = 3 / {Cy +2BC, — (CCL)p + Coua y v2dxdt — 3 / (AC,) v3dxdt
Q Q
1T 1T
—/ C’zvixdazdt—/ Cg(—L)vg(—L)—/ v2,(—L)dt
Q 2 Jo 2 Jo

T
s /0 {Cra(~L) = C(~L)Co(~L)} v3(~L)dt

Putting together the inequalities above, we have
L

5 / T / Ly (0) Lo (v)dadt > — / (A + Ao + (AB)y + (ACy).} vddt
_L Q

+ / (84, — (BC)s + Ci + 2BCy — (CCa)a + Cona} v2dwdt
Q
T
-3 / Cpv? dadt — / (C(L) + 1)v2,(L)dt
Q 0

+ /T {A(-=L) = B(-L)C(~L) = C(=L)Co(~L) + Cau(~L) = C3,(=L) } vi(~L)dt.
0
From (5.18), it follows that

T T
/ {Dv2+Eu§+FU§x}dxdt+/ Gvg(—L)dH/ Hv? (~L)dt <0 (5.19)
Q 0 0

with
D = — (At 4 Agas + (AB)s + (C2A).), (5.20)
E =3A,+ BC; — B,C — (CCy)z + Cyuz + Ct, (5.21)
F = —3C,, (5.22)
G = A(-L) — B(—~L)C(—L) — C(—L)Cyx(—L) + Cpp(—L) — C%,(~L), (5.23)
H=-C(-L)-1. (5.24)

In order to make the reading easier, the proof will be done in several steps to estimate
every terms in the integral (5.19):

Step 1: Estimation of fQ Du?dzxdt.

First at all, note that

Ay =3(0u — Paat + Paat) + 35°0a1Pua + 3820 Puat + 35°02pu — 2520 at
Avze =5(Ptoze + Pox — Pox) + 95" Orpy + 125”02tz + 35°uipse + 65° 03,
+ 1853 0000 Puzs + 35302 paz — 682 0urPrzs — 258%0rPaz
AB =35 0000t + 35" 0ratpran — 35705, + 95 0u0h, + 125 0000 — 125%02 0rs
+ 3530201 + 125502 Ppe + 35°¢5 — 550l — 252001 — 28200 000s
— 2529090%535 + 283gpi
(AB)z =35 raopt + 35°0uaPat + 35°Prpy + 3% VuoPaz — 88> PuaPrze + 95 Piy
+ 245% 00 010 Puzs + 365 0202, + 125103 0ray — 245% 002, — 128% 02 0us
+ 653903:9096969% + 3539032590xt =+ 353%0290% + 1555%0in33 - 2054¢g@zx - 252901:1:9%
— 25% 050t — 25702 04r — 25705y — 257 0rPrze + 65° 03 P0n
ACy =35 0ur0t + 35200 Prae — 35202, + 953002, + 35103 0ur — 35302 00s
(AC2)z =35"Puaapt + 35 PuaPat + 35° Py + 35 Ve Paz — 65°PuwOrae + 95°05,

=+ 183390963096:690969696 + 9549033@92“ + 354‘P§80xxx - 653@96903@ - 35390:%90969096-
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All these estimations give us that
D = —155° ¢z + D1 (5.25)
where
— D1 =594 + 5Pazat — 5Paat + 95 PatPar + 352 P2Pant + 35 0hpar — A5% 00 out

+ 8Ytax + SP6x — S5z + 18329039395 + 155290501‘90400 + 352809090595 + 2453@im

+ GOSSWmQsz@xmx + 63390:2590413 - 203290;r$¢x$17 - 432S0x§04x + 632§0x$x§0t

+ 4554%25@335 + 15s4gpicpmm — 3033901“%03:3@ — 1533803»9033212 + 633gpmg0mgpt

+ 35390390xt - 20549”2@9% - 252@11‘9@ - 25290§m - 252@%@:(::% + 65390230061-
Note that (5.8)-(5.12) imply that
ol < K19?,  Joul < Ka9®, and  |05¢| < Cre, (5.26)

where K1, Ko and C} are positive constants depending of L, w and k. Therefore, there
exist a constant kq > 0, such that

’D1’ < k1349047 (l’,t) S (_L7 L) X (O7T)

and
]1555gpi<pm| < k:155<p5, (x,t) € w x (0,T).

We infer from (5.9) that for some k2 > 0,

—1555t 0 = —1535M > kos®p°,  (x,t) € (=L, L]\ w) x (0,T)
PrPrx t5(T—t)5 Z Ros @, ) ) ) .

Taking (5.25) into a count and using the above estimates in the first integral in (5.19), we
obtain

/Ddeazdt: —15/ sE’goinpmeQda:dt—i—/ Dyv?dxdt
Q Q Q
> k:g/ (sp)>v3dxdt — kl/ (sp)>v3dxdt — ky / (s) v dadt
(0,7)x([-L,L]\w) (0,T)xw Q

= / {ka(s)” — k1(s9)*} vPdadt — (k1 + ko) / (s)5v2dadt.
Q (0,T)xw

Thus, there exist a positive constants C; and C5, such that for any s > s; with s; large
enough, we obtain

/szdmdt ZCl/(sgo)svzd:cdt—CQ/ (s@)v*dzdt. (5.27)
Q Q (0,7)xw

Step 2: Estimation for [, Bvidadt and [, Fvg,dadt.
Note that

BC, =95%¢2, 4+ 95302 e — 6520000z,

—B,C = — 278*02puga — 185° 02 0pa + 125° 00000 + 95@0ae — 250z,
34, =350ut + 350us — 350rar + 95202, + 95% 0 uze + 95302 Pur — 65200 Pans
CCr =95 00 Pur — 35Pus,

_(CCI)I = - 952@im - 93290:0‘10mcx + 350zzas
Crza +Cy :3390490 + 3590xt-
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Putting together these expressions, we have
E = 6spgt + 65045 + 932g03m — 2752 PpPrrn + 95Przs — 25Qus-
We infer from (5.8)-(5.12) that for some k3 > 0 and k4 > 0,

982 ((1/}”)2 _ 3¢/¢///>
2(T —1)2
‘952%2” - 275290:890969600’ < k4(590)2, (x,t) € w X (O,T),

(6500t + 65010 + 95Paze — 25¢0an| < kasg®,  (w,t) € [-L, L] x (0,T).

> ks(sg)?,  (w.t) € (=L, L] \w) x (0,T),

932S03:x - 2732¢m@xzx =

By using the above estimates, we obtain
/ Ev2dzdt :/ (932%2636 — 27s2<p$<pmm) v2dxdt
Q Q
+ / (680zt + 6504s + 95Pzar — 25Q0z) vﬁdazdt
Q
>ks3 / (sp)?v2dxdt — ky / (s)?vidxdt — ky / s v2dxdt
(OVT)X([szL}\w) (O,T)XUJ Q

:/ {ks(sp)? — kasp®} vidwdt — (ks + ka) / (s)?vidadt.
Q (0,T)xw

Thus, there exist positive constants C'o and C3, such that, for any s > so with sy large
enough, we obtain

/ Evdzdt > C’g/ (s)?vidadt — Cg/ (s@)3vidadt. (5.28)
Q Q (0,7)xw

Moreover, note that (5.9) implies that there exist Cy > 0 and C5 > 0 such that

F =950y, = —t(i}“f"t) > Cusp,  (0,) € (=L, L]\ w) x (0,7)
and
|9s¢sz| < Cssp, (x,t) € (w) x (0,T).
Furthermore,
/ Fv? dxdt > C4/ sv2, dedt — (Cy + C5)/ spv?, dadt. (5.29)
Q Q (0,T)xw

Step 3: Estimation for fOT Gu2(L)dt and fOT Hu2,(L)dt:
First, observe that

A =50 — 835 + 5Puuz + 35%Pp0as + 8505 — 572,
—BC = — 952 0u0u0 + 3502 + 95702 — 95308 — 25004,
_CC:I: = - 932(Px30xx + 3880wx,
Caaac :SSSDx;m;,
_Cg = - 952()03::5'
The above identities imply that
G = —85°03(—L) + Gy
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where

G1 = spi(—L) + 53909696(_[/) + 4580:vacac(_L) - 15328096(_L)(P;tw(_[/) + 852@%(_[/)
— 2spu(~L) — 95362, (~ 1),

We infer from (5.8)-(5.12) that for some k5 > 0 and kg > 0,
3,3 - 3
—L) = > L T).
8s pr( ) t3(T t)g = k5(5()0( )) RS (07 )

and
|G| < kﬁ(sgo(L))z, t e (0,7).

Then, it follows that

T
/ Gu2(—L)dt > / (ks(s0(L))° — ks(s0(L))?) v2(— L)dedt.

Thus, there exists a positive constant Cg, such that, for any s > s3 with s3 large enough,
we obtain

T
/ Gv2(—L)dt > Cg / (s(L))%v2(—L)dxdt. (5.30)
0
Moreover, note that (5.10) implies that there exist k7 > 0 such that
H = —-3s¢,(—L) — 2> kysp(L) —2, te(0,T).

Furthermore,

T
/ Ho2, (—L)dt > / (krso(L) — 2) 02, (— L)dwdt.
0

Hence, there exists a positive constant C'7, such that for any s > s4 with s4 large enough,
we obtain

T
/ Hv? (—L)dt > 07/ so(L)v2,(—L)dxdt. (5.31)
0
Combining (5.19) together with (5.27)-(5.31), we obtain
55¢5 2 52¢2 2 51 2
/Q {ts(T C el 4 s e } dadt
s(=L)° 2 sY(=L) 2
+/0 {t3(T )3‘ :L‘( )‘ + t(T — t) ’Uxx(_L)’ }dt
55¢5 2 33@03 2 st 2
LI VT g gl g el e 632

for some C > 0. On the other hand, note that

3,3 3,,3 9631h21)
/ i vidadt = / quzgvvmda;dt—/ Yy vvmd:cdt
Q Q t) Q

BT —1)p"" BT — BT — 1)
s91)° 51
< — " ||’dxdt — Uy 2dxdt
—/taf)(T P v +/2t(T— plvesld
A2 2,12
¢ / s*Y 2
+ er{laLxL{ }/ AT 4]1)] dxdt + 7(T—t)2‘%’ dxdt
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From (5.32) and using the fact that s is large enough, there exist C' > 0 such that

5,/,5 3,43
/ {581/}’U|2+w|'0m|2+ 3/(/} |Uzm|2}d$dt
o L% ’

T—p t3(T ) HT — 1)
T 3 3
S ¢(L) 2 S’(ﬁ 9
B — s el —L)[>}dt
+/0 {t?’(T—t)?’wx( ) +t(T—t) |Vaa(—L)|
S5¢5 S3¢3 s

=¢ s T mr gl 2% dodt.  (5.33

> 8/(07T)><w{t5(T_t)5 ”U’ +t3(T_t)3"UCE‘ +t(T_t)”Umr‘ €T ( )
Returning to the original variable v = e~*?u, we conclude the proof of the Lemma. m

In order to prove the Proposition 5.2.3, consider following spaces

Xo:=L?*(0,T; H 2(0, L)), Xp:=L?(0,T;HZ(0,L)),
Xo:=L'0,T; H (0, L)), Xi:=LY0,T;(H*NHZ)0,L)),

and

Yo := L*((0,T) x (0, L)) N C°([0,T]; H~(0, L)),
Yy == L*(0,T; H*(0, L)) n C°([0, T); H3(0, L))

equipped with their natural norm. For any 6 € [0, 1], we define the complex interpolation
space

Xp = (X0, X1)pg, Xo = ()20,5(1)[9]7 and Yy = (Yo, Y1)y -

For instance, we obtain that

Xis9=L*((0,T) x (0,L)), Xyj5=L"0,T;H}(0,L)),
X4 =L*(0,T;HY0,L)), Xy/q= L'(0,T; L*(0, L)),

and

Y12 = L*(0,T; H*(0, L)) N C°([0, T}; H'(0, L)),
Vi = L*(0,T; H'(0, L)) n C°([0,T1; L*(0, L)).

We introduce the following non-homogeneous system with null initial data:

Up — Ugg + Uggr = f in (_LvL) X (OvT)a
u(—L,t) =u(L,t) =uy(L,t) =0 in (0,7, (5.34)
u(xz,0) =0 in (—L,L).

Lemma 5.2.5. Let 0 € [1/4,1]. If f € Xg U Xy, then the solution u of (5.34) belongs to
Yy and there exists some constant C > 0 such that

lully, < Cllflixe,  for f € Xg
lully, < Cllfllg,. for f e Xp

Proof. In order to prove the Lemma, we follow the same approach developed in [10].
Note that if f € L?(0,7; H-1(0,L)) U L'(0,7;L*(0,L)), then the solution u of (5.34)
belongs to C([0,T); L?(0, L)) N L?(0,T; H'(0, L)). Indeed, we will suppose that f belongs

113



to C§°((0,7) x (0,L)) and the general case follows by density. Multiplying (5.34) by u
and integrating in (0,¢) x (—L, L) with ¢t € (0,7, we obtain that

1 L t L
/ u2(t)dx+/ / uldzds
2 )L 0o.J-L

< /t <f(3)7u(3)>H—1ng ds, for f € LQ(O,T; H_l(O,L))
0

1 L t L t L
/ u2(t)da:+/ / uldzds §/ / fudzds, for f € L*(0,T;L*(0,L)).
2 /7 0 J-L 0 J-L

Taking the supreme in [0, 7] and using the Young inequality, there exist a constant C; > 0,
such that

[ ul| oo 0,75 02(0, L2018 0,1)) < Cull fllL20,750-1(0,0y),  if £ € L2(0,T; H(0, L))
[ul| oo (0,75 22(0, L0201 0,2)) < Cill fllpro.mr20,0y),  if f € L0, T; L*(0, L))
(5.35)
Now, suppose that f € L?(0,T; H2(0,L)) U L*(0,T; (H? N H)(0, L)), we will prove that
the solution u of (5.34) belongs to C([0,T]; H3(0, L)) N L?(0,T; H*(0, L)). Again, we first
consider f belongs to C§°((0,7") x (0, L)) and the general case follows by density. Consider
the differential operator

or

P=-02+0.

Let us apply the operator P to the equation (5.34). Thus, by using the boundary condition
of the system and the fact that Pu = f — wy, it follows that

(Pu)t — (Pu) gy + (P)gze = Pf in (—L,L) x (0,7),
(Pu)(—L,t) = (Pu)(L,t) = (Pu)(L,t) =0 in (0,7),
(Pu)(z,0) =0 in (—L,L).

Since Pf € L*(0,T; H1(0, L)) U L(0,T; L*(0, L)), from (5.35) we infer that

| Pull o 07,02 (0,002 0,71 0.0)) < CIPflr20rm-1(0,0)), if Pf € L*(0,T; H™)
1 Pull o 0750200, 000200 0.0)) < CIPfliromrzo,ny, — if Pf e LY0,T; L?),
(5.36)
for some C' > 0. Moreover, note that there exists Co > 0, such that

[w]] oo (0,753 (0,1))nL2 (0,1 HA(0, 1)
< Cy (llull Lo (0,7:22(0,L)0L2 (0,752 (0,)) + NUaaall Lo (075020, 0))n L2 (0,731 (0,1)))
< Cy (Hu”L°°(0,T;L2(O,L))0L2(0,T;H1(O,L)) + ||PUHL°°(0,T;L2(O,L))OL2(0,T;H1(O,L))
[t | Lo (0,1:L2(0.L))nL2 0,131 0,1))) - (5-37)

On the other hand,

L>®(0,T; H*(0,L)) < L>(0,T;H?(0,L)) < L*°(0,T;L*(0, L))

compact
and
L*(0,T; H*(0,L)) < L*(0,T;H3(0,L)) < L*(0,T; H'(0, L))
compact
By using [91, Lemma 8], we have that

|z || oo (0,122 (0,2)) L2 (0,1 H1 (0,1)

< 5”“”L°°(O,T;H3(O,L))OLQ(O,T;H4(O,L)) + C<€)”UHL°°(O,T;LQ(O,L))DL2(0,T;H1(O,L))-
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for any € > 0. Choosing an appropriate £ > 0 from (5.35), (5.36) and (5.37), we get

{Hu||L°°(0,T;H3(0,L))OL2(0,T;H4(0,L)) < Cs| fll20,mm20,1)), i f € L?(0,T; Hy)

lull oo o713 0,2y L2 0,151 0,0)) < C3llfllLro,msmso,ny),  if £ € L0, T (H? N HE)).
(5.38)
In order to complete the proof, let us define the linear map A : f +— u. By (5.35) and
(5.38), A continuously maps X /4 and X1/4 into Yy /4, and X3 and X into V3. Moreover,
the norm of the operator A can be estimate as follows

HA||E(X1/4,Y1/4) <y, HAHE 21/4 Y1/4) = O
1Allecam) < s Allgz, vy < Cs.

From classical interpolation arguments (see [3]), we have that A continuously maps Xy
and Xy to Yy, for any 6 € [1/4,1]. Moreover, there exists a positive constant C, such tat
the corresponding operator norms satisfy

lAllecory <€ and Al g, v, < C
This completes the proof. O

Lemma 5.2.6. Let 0 <l < L and T > 0, and sg be as in Proposition 5.2.4. Then, there
exists a positive constant C, such that for any s > so and any ug € L*(—L, L), the solution
u of (5.5) satisfies

T
/Q S ufZe 2Pzt < C'510 /0 608D 531 (., )2, d, (5.39)
where Q = (0,T) x (=L, L), w = (—1,1),
Y(z) ¥(0)

Arey _ _ S V(@)  (ls)
Pl = max Sr—p T wr—p ¢ P = i Ty T T - )

Proof. With Lemma 5.2.5 in hands, we can follow the same approach as in [20] and [416]
with minor changes. In fact, by using the estimates (3.30)-(3.40) in the proof of [20, Lemma
3.7], we have that

T
/ S0 ul2e 2% dwdt < Os10 / e OPIGH [lu(-, )2 dt
Q 0

T
w257 [ Bl ) Bt (5:40)

for any € > 0. From here, we denote by C, the different positive constants which may
vary from place to place. Next, we will estimate adequately the integral term

T
[ A T 2

This is done by a bootstrap argument based on the smoothing effect of the KdV-Burgers
equation given by Lemma 5.2.5. Indeed, consider u;(z,t) := 01 (t)u(x,t), where

Or(t) = ¢~ /%e

Thus, u; is the solution of

ULt — Ul zz + Ul zox = bil in (—L, L) X (O,T),
u(—=L,t) =u(L,t) =uy(L,t) =0 in (0,7), (5.41)
u(z,0) =0 in (—L,L).
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with fi(x,t) = 014(t)u(w,t). Since |614(t)] < Cs@>2e™%, we have that f € L%((0,T) x
(=L, L)) with

1fillZe oy (—r.1) < 052/Q¢3625¢’]u|2dxdt, (5.42)

for some constant C' > 0 and all s > sg. Then by Lemma 5.2.5, u; belongs to Yy, =
L?(0,T; H*(—L,L)) N L>=(0,T; H'(—L,L)). Thus, interpolating over theses spaces, we
obtain that u; belongs to space L*(0,T; H*?(—L, L)) and

luillpaormsr2(—r,ny) < 1f 2oy x0,1))- (5.43)
Now, consider ug(z,t) := O(t)u(z,t), where
Oo(t) = @2/ 2e ™%,
Then uy is solution of (5.41) with fo = 02 4(t)u(x,t) instead f;. Note that
fo = 024(1)07 (t)us (2, 1),
therefore since s is large, from (5.26) the following estimate holds
02,107 (8)] < Cs.
Thus, we have that
Hf2HL2(o,T;H1/3(—L,L)) < CsHulHL2(O,T;H1/3(—L,L))'
By using the embedding H%/?(—L,L) < H'/3(—L,L) and Holder inequality, it follows
that fa belongs to X7/ = L?(0,T; H'/3(—L, L)) and, consequently,
HfQH%Q(O,T;Hl/3(—L,L)) =< CT1/2S2HU1”%4(0,T;H3/2(—L7L))' (5.44)
Thus by Lemma 5.2.5, up € Y719 = L*(0,T; H/3(—L, L)) N L>(0, T; H*(~L, L)) and
HUQHL2(0,T;H7/3(—L,L))OL°°(O,T;H4/3(—L,L)) < CHf2HL?(O,T;Hl/B(_L,L)) (5.45)
Finally, let us(x,t) := 03(t)u(x,t), where
O5(t) = ¢~ 2e 5%,
Thus ug is solution of (5.41) with f3 = 63(¢t)u(x,t) instead fi. Note that
fo = 034()05  (t)uz(x,t)

and
165,6(£)605 ' (t)] < Cs.

Thus, we have that

| f3ll 2 0,T;H2/3(—L,L)) = CSHU2||L2(0,T;H2/3(_L,L))- (5.46)
(

As above, by the embedding H"/3(—L, L) < H?/3(—L, L), we have that f3 € Xg/12- Thus,
by Lemma 5.2.5, u3 belongs to Y 1o = L2(0,T; H¥3(— L, L))NL>(0,T; H*/3(~L, L)) with

lusll 20,5573 (— 1, Ly)nLee 0,573 (— )y < CN sl 20,0023 1 1)) (5.47)
From (5.43)-(5.47), it yields that

||U3 "%2(0,T;H8/3(—L,L)) S CT1/284”f1 ||%2((0,T)><(—L,L))‘ (548)

Then, by (5.42), (5.48) for sg large enough, we have
T
/O e 22070 ul, )| Fs/5y dt < CT'2s7 /Q " p°e” 2 u|*dudt,

for some positive constant C' and for all s > sg. Then, picking ¢ = m in (5.40), the
proof is completed. O
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Proof of Proposition 5.2.3. After the change of variables v(z,t) = u(T —t, L — x), we
have

—Vp — Vgg — VUgga = 0 in (0,2L) x (0,7,
v(0,t) =v(2L,t) = v5(0,t) =0 in (0,7), (5.49)
v(z,0) = uo(L — z) in (0,2L).

Scaling in (5.49) by v and integrating over (0,2L), it follows that

10

2L ) 2L 9 1,
_2&/0 ()| da:+/0 0a(1) 2z + 502(2L) = 0.

Integrating over [0, 7], with 7 € [T'/3,27/3], we get
HU(O)”%Q(OQL) < ||v(7—)”%2(072L)’

Integrating again over [T'/3,2T/3], the following estimate holds

21

2 3 [ 2
HU(O)HL2(0,2L) < T |z HU(T)HL2(0,2L)dT-
3
Pick any s large enough. Thus we obtain

2T 2r

3 3 T L .
L W oyt = [, s ppat < [ [ S e a
. . ]

3

where C = [minte[T/3’2T73}{554,556_2592’}]_1 > 0. By Lemma 5.2.6, it follows that

T
IO Eaas) < O [ Dt )y
Noting that ¢ < %gb, it easy to see that the maximum of the function
x(t) = 68(6@(t)—8¢(t))¢31(t)

is attained in 7'/2 for s large enough. Thus, we have that

T
o028y < C [ )t (5.50)
where C'= C(s,T') > 0. Finally, by a simple change of variable in (5.50), it follows that

||u||%2((o,T)x(—L,L)) < CTHUOH%%_L,L) = ||U(0)||%2(o,21;) < CTHUH%z((o,T)Xw)-

This concludes the proof. ]

5.3 Proof of the Main Result

The next Proposition is carried out as in [79, Proposition 4.1] and its proof uses the
internal observability (5.6) and an Approximation theorem. The proof is sketched in the
Appendix.

Proposition 5.3.1. Let t1,t2,T such that 0 < t; < to < T and let f = f(z,t) be any
function such that

fe LIQOC(R2) and supp f C R x [t1, ta].
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Let € > 0 such that
e < min(tl, T — tg).

Then, there exists u € L7, (R?) such that
Ut — Uy + Ugze = [ 1N D’(R2) (5.51)

and
suppu C R X [t; — &,t2 + £]. (5.52)

Proof of the Main Result, Theorem 5.1.1. Let ug,ur € L?(R), and consider the dif-
ferential operator A = 92 — 93 with domain D(A) = H3(R). It is well known that A gener-
ates a Cp semigroup of contraction S(-) on L?(R). Thus, if ug, ur € L*(R), u1(t) = S(t)ug
and ug(t) = S(t)ur are the solutions of

{&tul —%u; +03u; =0 inRx(0,7) and {&gug —O?us + Buy =0 inRx (0,7)

u1(0,z) = up(x) in R u2(0,2) = up(x) in R.

Respectively. For any ¢’ € (¢,7/2), consider the function ¢ € C*°([0,7T]) given by

1 ift<é
t) = - 5.53
e (t) {0 ift>T—¢. ( )

Note that the change of variable

transforms (5.2) in

{wt — Wi + Wazs = % (uz —w1) in D'(R x (0,T)) (5.54)

w(z,0) =w(z,T)=0 in R

we finish the proof by applying the Proposition 5.3.1 written f(x,t) = ﬁ—f(t)(uz(x,t) —
ui(z,t)). O

The Theorem 5.1.2 can be obtained with some minor changes of the proof of the
Theorem 5.1.1. Indeed, it is easy to sse that the operators A = 92 — 93 and B = —0? —
92 generate a semigroups of contraction on L*(0,00) and L?((0,00), e**dz) for b > 2,
respectively, for instance see [76, Lemma 2.1]. Then, taking ug in L?(0,00) and uz in
L?((0, 00), e~ 2%dx), there exist mild solutions u; and usy of the problems,

Oyuq — 8§u1 — 8§u1 =0, and Opuo+ Eﬁuz + 8§u2 =0, inRx(0,7),

with initials data

w1 (,0) = ug(z) for a.e z > 0, and  us(x,0) = 0 for a.e z > 0,
’ 0 for a.e z < 0, ’ ur(—z) for a.e x <O0.

With this solutions in hand, we proceed as in proof of [79, Theorem 1.3]. Thus, consider
the change of function g (x,t) = ug(—z,T —t). Clearly, Oy — 0%z + 02Uy = 0 with
u2(x,T) = ur(z) on (0,00). In order to obtain the result desired is sufficient consider the
change of variable

u(t) = p(t)ur(t) + (1 — @(t))uz(t) + w(t),
where ¢ is the cut off function defined by (5.53) and w is the solution of the Cauchy
problem given by the Proposition 5.3.1 with f(z,t) = i—f(t)(ﬂg(m, t) — up(z,t)).
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APPENDIX
A

APPENDIX

A.1 Proof of Lemma 2.2.2

In this section, we prove the Lemma 2.2.2 used in the proof of the Proposition 2.2.1.
Without loss of generality we can consider the following linear non-homogeneous boundary
value problem,

{ Wi + Wyge =0, w(x,0) =0 xz € (0,L),t>0, (A1)

Wen(0,8) = h1(t), we(L,t) = ha(t), wew(L,t) = h3(t) > 0.

Proof of Lemma 2.2.2. Applying the Laplace transform with respect to t, (A.1) is con-
verted to

SW + Wyyy = 0, (A.2)
wmx(ovs) = hl(s)u w:(;(L’ 5) = hZ(S)a wa:x(La 5) = h3(5)’ '
where
+oo
w(z, s) :/ e Shw(x, t)dt
0
and

“+o00
his) = /O e~ th(t)dt, j=1,2,3.

The solution w(z, s) can be written in the form
3
w(z,s) = ch(s)e)‘f(s)m,
j=1

where \;(s), 7 = 1,2, 3, are the solutions of the characteristic equation
s+A=0

and c;(s), j = 1,2, 3, solve the linear system

)\% )\% )\g cl h1
)\16)‘1L )\2€>‘2L )\36)‘3L C2 = {LQ . <A3)
)\%ele )\%e>‘2L )\geki"L c3 hs
~——
A 3
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Let A(s) be the determinant of the coefficient matriz A and Aj;(s), j = 1,2, 3, the deter-
minant of the matrix A with the jth-column replaced by h. By Cramer’s rule,

J=12,3,
provided that A(s) # 0.
Claim: A(s) # 0, for any Re(s) >0

Indeed, if otherwise, suppose A(s) = 0, for some s with Re(s) > 0. Then, there exists
a nontrivial f € H3(0, L) satisfying

SF(@)+ 1" () =0, v e (0,L), "

f10)=0, f(L)=0, f'(L)=0 '
Consider now the conjugate of (A.4), that is, the following system

sf(x)+ f"(x) =0, xz € (0,L), (A5)

f(0) =0, f(L)=0, f'(L)=0 '
Multiplying both sides of (A.4) by f and integrating over (0, L), we get

L L
/ sffdx + / " fdx = 0. (A.6)
0 0

Then, if we multiply both sides of (A.5) by f and integrate over (0, L), it follows that

L L
/ sffdr + / f" fdx = 0. (A.7)
0 0

Integrating by parts (A.6) and (A.7) and adding the two resulting identities together yields
that

L
2Re(s) /0 (@) Pde = — [ (O).

Consequently, we must have Re(s) < 0, as ||f|[z2(0,z) # 0 by the assumption. This is a
contradiction. Thus, we conclude that A(s) # 0, for any Re(s) > 0.

Note that the solution w(z,t) for (A.1) can be written in the form

w

w(z,t) =Y wm(z,t), (A.8)

where wy,(z,t) solves (A.1) with h; = 0 when j # m, j,m = 1,2,3. Using the inverse
Laplace transform yields

1 T—l—ioo r+100 A )\-(s);t
w(z,t) = 50 | w(z, s)ds = Z 57 i) ds,

—100

for r > 0. Combining this formula and (A.8) we can write the values of w,, as follows, for
m=1,2,3,

3 r+i00
wm(:c t) — Z L + mekj@)xﬁm(s)ds = [Wm (t)hm] (.T})
’ i1 2mi 7—100 A(S) !
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In the last two formulas, the right-hand sides are continuous with respect to r for > 0.
As the left-hand sides do not depend on r, we can take r = 0 in these formulas. Moreover,

Wjm(z,t) = wfm(x, t) +w; (2, t)

where " (*)
1 oo A (8) s
+ _ st =3,m Aj(s)x
w;,(2,1) 2772'/0 e As) him(s)e'¥ % ds
and 0 A
1 im(s); .
wo ($,t) — / St =0 (S)hm(s)e)‘](s)$d8,
Jom 270 ) _ino A(s)

for j,m = 1,2,3. Here, Aj,,(s) is obtained from Aj(s) by letting him(s) = 1 and hy(s) = 0
for k # m, k,m = 1,2,3. Making the substitution s = ip® with p > 0 in the characteristic
equation

s+ =0,

the three roots are given in terms of p by

M(p) = ip, Az(p)——ip<1+;\/§>, A3<p>——z’p(1‘;\/§), (A.9)

thus w;-:m has the following form

1t s AT T
+ _ = ip°t —Jm + AT (p)xq; 2
wjﬂn(x’t) - 271'2/0 e’ A+(p) hm(p)e ’ 3ip~dp
and -
- — ot
w]ym(x’t) - wj,m($7t)7

where hif, (p) = hm(ip®), AT (p) = A(ip®), AT, (p) = Ajm(ip®) and AT (p) = A;(ip?).

Therefore, we have that the solution of the IBVP (A.1) has the representation in the
form (2.8)-(2.11) as required. Thus the proof is finished. O

A.2 Proof Lemma 4.3.5

Proof Lemma 4.53.5. We follow the steps of [79]. Let ¢ = ¢(z,t) satisfying (4.100) and
(4.101) and @(t,z) = t(wT(f)t), where 1) is a positive function (to be specified later). Consider
u:= e %Pq and w := e P P(e’?u), where P is a differential operator given by

P=0,—-0%+0.

Note that

O(e’fu) = e’ {spru + u }

Oz (e%Pu) = € {spu + uy }

D% (e%u) = e {scpmu + 5202 + 250U, + um}

Gg(es‘pu) = e {sgpmxu + 382g0xg0mu + 350z ly + s3gpiu + 382903;% + 35Uy + umx} .

Hence,

P(e®?u) = e*% {(sgot + Qs + 352 0pQus + 83g0i — SPgy — s2cpi) U
+ (?’Sgpx:v + 33290920 - 23()03:) Ug + (339038 - 1) Ugg + Uggy + ut}
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and

w = Au+ Bug + Cugy + Upee + U, (A.10)
where
A= S(Sot — Pza + SOIJJ%) + 38290;U90z:v + 33()02 - 82()02
B = 3580:)3‘% + 35 — 2880:2
C =3sp, — 1.

Set Liu := us + Ugpr + Bu, and Lou := Au + Cuy,. Thus, we have

//L1 YLo(u dxdt<// (L1(uw) + Lo(u d:vdt—// w?dzdt  (A.11)

Next, we compute the double product in (A.11). Let us denote by (L;u); the j-th term
of Lyu and Q = (0,T) x (=L, L). Then, to compute the integrals on the right hand side
of (A.11), we perform integrations by part in x or ¢:

((Lru)1, (Lau)1) = —/ Atu dxdt

((L1u)e, (LQU)l)LQ(Q) = 2/ Ayppu’dzdt + 2/ Azuid:ﬂdt
Q Q

1

((L1u)s, (Low)1) r2(g) — 5

/(AB)xu dzdt
((L1u)2, (Lou)2) = —/ Cpulddt

y (A.10) and Young inequality, it follows that
(L)1, (Law)2)r2(g) = / Cyuldrdt + ~ / AC, 0, (u?)dxdt + / BCu2dxdt
+/ CCx(?m(ux)dxdt—l—/ C’muxuxmdzvdt—/ Cruzwdzdt
2Jq Q Q

1 1
> 2/ {Cy +2BC, — (CCp) g + Copy} udxdt — 3 / (AC,) udxdt
Q Q

—/ Cgcug,xdacdt—e/ Cgu?gdxdt—(}’(a)/ w?dzdt,
Q Q Q

where ¢ is any number in (0,1). Putting together the computations above, we obtain

/ {Du2 + Eu? + Fuix} drdt = 2 ((L1u, Lau) p2(g) < C(E)/ w?dxdt (A.12)
Q Q

with, D, F and F given by

FE =3A, + BC, — B,C — (CC,), + Cpzx + C; — eC? (A.13)
F = -3C,.

The identities above allow us to conclude that

O(s%)

R A
D = —15s <pxg0m+t4(T_t)4, (as s — 00),
5 4
§ 4 O(s")
— 15— 2 (T) 4+
5t5(T_t)5%(33)¢ (z) + (T — 1)
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If we consider

|tz ()| > 0 and ¢y, (x) <0, for all x € [-L, L], (A.14)
taking s large enough, we obtain a constant C7 > 0, such that
&5
D> Clm. (A.15)

On the other hand, note that
BCy =95%%, +95° 030z — 65°0aua
B.C :932(Pr9033$m + 1833(/7;2580133 - 1252<Pm(Prz — 38Qggr + 250y

3A, =380yt + 3504, — 3803, + 932<p:2m + 952g0x<,0mz + 953@9239%33 — 652g0x<,0m
CCx :9529050909:1’ - 3890:1:1‘

(CCac)x :93290213 + 932(P;B90:vacx - Ssgozvacx
Croe + Cy — 50% =3504y + 35zt — 9552%%3&

Putting together these expressions, we have
E = 65041 + 65040 + 9(1 — €)5%02, — 95° 00 uzz + 350wws — 2500z,
for E defined in (A.13). Hence,

0]
E :952 {(1 — 6)80§$ - ‘szpmcz} + If2(T(—S)t)2’ as s — 00,
O(s)
=9 2 { wwr ¢I($)¢mcx($)} + tQ(T — t)2
For s large enough and 1 satisfying
UV (2)gpe () < (1 — )2 (x), forall z € [-L, L], (A.16)
we obtain a constant Co > 0, such that
52 A
E>Co————. A7
= PR(T —1)? (A-17)
Finally, since
B  95tge(x)
(A.14) guarantees the existence of a constant Cs > 0, such that
s
F>C3——r. Al
> Cs 0T 1) (A.18)

Combining (A.15), (A.17), (A.18) and (A.12), we obtain

5 2
S 2 s 2 S 2 2
. vo|? ¢ dadt < C dxdt,
/Q{t5(T—t)5’u‘ +t2(T—t)2‘u’ +t(T—t)‘u ’} v 4/Qw !

for some C4 > 0. On the other hand, note that
3 3
s 2 s
————usdxdt = Ul drdl
/Qt?*(T—t>3 = /Qt3<T—t>3““ !
< / L|u|2dazdt +/ ;\u |2dxdt
= Jo 2t5(T — )P Q20T —t) ™

< 04/ widxdt.
2 Ja
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Then,

5 3
$ 2 S 2 S 2 9
5 s s _
/Q{t5(T—t)5|u +t3(T—t)3|u"’”| +t(T_t)‘“m| }dl‘dt_Og,/Qw dxdt

where C5 > 0, provided that (A.14) and (A.16) hold. Returning to the original variable
u = e~ *?q, we conclude the proof of Lemma 4.3.5. O

A.3 Proof of Proposition 5.3.1

In this section, we present the proof of the Proposition 5.3.1. It is based on an approxi-
mation theorem which has some resemblance to a result obtained in [79, Lemma 4.4].

In order to obtain our goal in this section, we establish some results. The first of them
is a global Carleman inequality for the operator —P* = d; + 02 4 02 proved in [43, Lemma
3.5].

Lemma A.3.1. Let T and L be positive numbers. Then, there exist a smooth positive
function ¥ on [—L, L] (which depends on L) and positive constants sy = so(L,T) and
C =C(L,T), such that, for all s > sy and any

q€C3([-L,L] x[0,T]) (A.19)

satisfying
q(£L,t) = qu(£L,t) = quu(£L,t) =0, for 0 <t <T, (A.20)

we have that

g k g 3 2s¢(x)
A O SR A DU S A PR Q. B
/0 /L{t5(T—t)5’q‘ +t3(T—t)3|qx| +t(T_t)\qm\ }e x

Tk _ 2s0(2)
< C/ / |G + Qoo + Quae|?e T dadt.  (A.21)
0 —L

The following result uses the global Carleman inequality to obtain solutions to the
KdV-Burgers equation, posed on R, in the distribution sense.

Proposition A.3.2. Let L > 0 and let f = f(t,x) be any function such that
f € LQ(R X (_Lv _L))7 Suppf C [t17t2] X (_LaL)a

where —oo < t1 < tg < +00. Then, for any € > 0, there exists a positive constant C and
a function v € L*(R x (—L, L)) such that

U — Vpg + Vgzze = f in D'(R x (=L, L)), (A.22)
suppv C [t1 —e,ta + €] x (=L, L), (A.23)
vl L2x(~r,L)) < Cllfll2®x(~L,1))- (A.24)

Proof. With the Global Carleman estimate (A.21) in hands, we use the same approach as
in [79, Corollary 3.2]) with minor changes. O

Next, we state a lemma, which may be seen as a preliminary version of the approxi-
mation Theorem A.3.4 (below). Since the characteristic hyperplanes of the linear KdV-
Burgers equation take the form {¢t = Const}, by using the Holmgren’s uniqueness theorem,
the proof of the lemma is word for word the same as the one given for the KdV equa-
tion [79, Lemma 4.2], hence we omit it.
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Lemma A.3.3. Let l1,lo, L, t1,t2, T be numbers, such that 0 <1y <lp < L and 0 < t; <
to <T. Let u € L?>((0,T) x (—la,12)) be such that

Pu=0 in (0,T) % (=l2,l2) and suppu C [t1,t2] x (—l2,12).

Then, for any 0 < 28 < min(ty,T — t2) and n > 0, there exist vi,vy € L?>(—L,L) and
v e L2((0,T) x (=L, L)) satisfying

Pv=0 in(0,T)x (~L,L), (A.25)
v(t) =Spt—t1 +28)v1 for t1—20 <t<t1—0, (A.26)
U(t) = SL(t — 1o — (5)1)2 for to+ 0 <t <ty+ 26, (A.27)
and
v = wll L2ty —25,80+26) x (—11,12)) < 715 (A.28)

where P is the differential operator given by P = 0;—02+02 and S1(+) is the Cy semigroup
of contraction in L*(—L,L) generated by (5.3).

Now, we can establish the Approximation theorem, which differs from the approxima-
tion theorem in [33] by an additional property on the support of the solution.

Theorem A.3.4 (Approximation Theorem). Let n € N\ {0, 1}, t1,t2, T be numbers, such
that 0 < t1 < to < T, and let u € L?((0,T) x (—n,n)) be such that

Ut — Ugy + Upgz =0 0 (0,T) X (—n,n) and suppu C [t1,t2] X (—n,n).

Then, for any 0 < & < min(t1, T —t3), there exists v € L*((0,T)x (—n—1,n+1)) satisfying

UVt — VUgg + Vg =0 in (0,T) x (—n —1,n+ 1), (A.29)
suppv C [t1 —e,ta+ €] X (—n —1,n+ 1), (A.30)

and
v —wull2¢(0,7)x (—n+1,n-1)) < € (A.31)

Proof. The proof combines Lemma A.3.3, Proposition A.3.2 and the observability inequal-
ity (5.6) given in the Proposition 5.2.3. With these three ingredients, the proof is obtained
following the same approach used for the KdV equation [79, Lemma 4.4]. O

Proof of Proposition 5.3.1. We begin with a claim that give us a sequence of functions,
which limit will be the desired function.

Claim A.3.5. There exist a sequence of numbers {t]}n>2 and {t5},>2 such that
ti—e<ti <t <ti<ti<ta<t<ti<tit <tyte, Vn>2

with

lim ¢} =1t —¢, lim ¢ty =ta+¢
n—oo n—oo

and sequence of functions {un}n>2, such that

u, € L2((0,T) x (—n,n)), (A.32)
Oty — O2up + Oup = f, in (0,T) x (—n,n), (A.33)
supp u,, C [t},t5] x (—=n,n), (A.34)
and, if n > 2,
|un — un—1llz2((0,1)x (—nt2m—2)) <27 (A.35)

125



Proof of Claim A.3.5. We will construct the sequence {t!'},>2 and {u,}n>2 by induction
on n. Indeed, us is given by Proposition A.3.2. Suppose that us, ..., u, have been construct
satisfying (A.32)-(A.35). Again, applying the Proposition A.3.2 with L = n+1, there exists
w € L2((0,T) x (—m — 1,n + 1)) such that
Pw=f in D(0,T)x(—n—1,n+1)),
suppw C [t3,t3] x (—n — 1,n + 1),

where P = §; — 02 + 92. Note that P(u, —w) =0 in (0,7) x (—n,n) and

Supp(“’n - w|(0,T)><(—n,n)) - [ ?7t721] x (_na n)

From the Approximation Theorem A.3.4, there exist v € L?((0,T) x (—n —1,n+ 1)) such
that

Pw=0, in (0,7)x(—n—1,n+1),
suppv C [t} 15+ x (—n — 1,n + 1),
v = (un — W)l L2017y % (mnt101)) < 27"

with t771 < #7 <t < 771, Now, define u, 11 = v—w, thus (A.32)-(A.35) are fulfilled. [J

Consider the extension

- o Jun in (0,7) x (—n,n)
"0 inR2\ (0,T) x (—n,n).

Thus, by (A.35) in Claim A.3.5, {%,},>2 is a Cauchy sequence in L? (R?), hence there

loc
exists a function u € L} (R?), such that

U, — u, in L} (R?).

Then (A.33) and (A.34) imply (5.51) and (5.52), respectively. O
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