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Resumo

Neste trabalho provamos uma série de resultados relacionados às propriedades de
controle e estabilização de modelos dispersivos definidos em um intervalo limitado. Ini-
cialmente, estudamos a estabilização interna de um sistema acoplado de duas equações
do tipo de Korteveg-de Vries (KdV), denominado de sistema de Gear–Grimshaw. Defi-
nindo um funcional de Lyapunov conveniente, obtemos o decaimento exponencial da
energia total associada ao modelo. Em seguida, provamos resultados de controlabilidade
nula e exata para equação de Korteweg-de Vries com um controle atuando internamente
em um subconjunto do domı́nio. Quando a região na qual o controle atua é um subin-
tervalo arbitrário, provamos a controlabilidade nula por meio de uma nova desigualdade
de Carleman. Como consequência, obtém-se um resultado de controlabilidade regional,
com a função estado sendo controlada na parte esquerda do complementar da região
de controle. Além disso, quando a região de controle é uma vizinhança do extremo
direito, um resultado de controlabilidade exata em um espaço L2 com peso também é
estabelecido. Finalmente, tendo em vista os resultados de controlabilidade na fronteira
obtidos por L. Rosier para a KdV, provamos que o sistema de Boussinesq linear do tipo
KdV–KdV é exatamente controlável quando os controles atuam na fronteira. Nossa
análise é desenvolvida utilizando multiplicadores e o argumento de dualidade men-
cionado acima. Acrescentando um mecanismo dissipativo na fronteira, provamos que
o sistema não linear também é exatamente controlável e que a energia total associada
decai exponencialmente.

Palavras-chave: Estabilização, Função de Lyapunov, Controlabilidade exata, Con-
trolabilidade nula, Desigualdade de Carleman, Sistema de Gear–Grimshaw, Equação de
Korteweg-de Vries, Sistema de Boussinesq.
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Abstract

This work is devoted to prove a series of results concerning the control and stabiliza-
tion properties of dispersive models posed on a bounded interval. Initially, we study the
internal stabilization of a coupled system of two Korteweg-de Vries equations (KdV),
the so-called Gear–Grimshaw system. Defining a convenient Lyapunov function we
obtain the exponential decay of the total energy associated to model. Next, we prove
results of null and exact controllability for the Korteweg-de Vries equation with a con-
trol acting internally on a subset of the domain. When the control region is an arbitrary
subinterval, we prove the null controllability by mean of a new Carleman inequality.
As a consequence, we obtain a regional controllability result, the state function being
controlled on the left part of the complement of the control region. Moreover, when the
control region is a neighborhood of the right endpoint, an exact controllability result in
a weighted L2-space is also established. Finally, in view of the result of the boundary
controllability obtained by L. Rosier for the KdV equation, we prove that the linear
system Boussinesq of KdV–KdV type is exactly controllable when the controls act in
the boundary conditions. Our analysis is performed using multipliers and the duality
approach mentioned above. Adding a damping mechanism in the boundary, it is proved
that the nonlinear system is also exactly controllable and the energy associated to the
model decays exponentially.

Key-Words: Stabilization, Lyapunov function, Exact controllability, Null con-
trollablity, Carleman inequality, Gear–Grimshaw system, Korteweg-de Vries equation,
Boussinesq system.
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proporcionar. Aos meus amados irmãos, em especial a Emille Joana e Richardson
Dylsen por me darem forças quando mais necessitei. A minha irmã Emille, obrigado
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Wanderley, Bruno, Carla, Renato, Renatinho, Carlinha, Cimar, que me fizeram por
inúmeras vezes esquecer um pouco das dificuldades da matemática, em um bom e
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Aos funcionários do Instituto de Matemática e do Institut Elie Cartan de Lorraine,
por toda as vezes que necessitei e prontamente fui atendido, muito obrigado.

Ao CNPq/CAPES, agradeço o apoio financeiro dado em todos esses anos de Doutorado,
especialmente ao programa ciências sem fronteiras e Agence Nationale de la Recherche
(ANR), Projeto CISIFS, ANR-09-BLAN-0213-02.

viii



Contents

1 General Introduction 1
1.0.1 Historical review of the wave of translation . . . . . . . . . . . . 1
1.0.2 Controllability and stabilization for PDEs - Methods Used . . . 4

1.0.2.1 Internal control problem . . . . . . . . . . . . . . . . . 4
1.0.2.2 Boundary control problem . . . . . . . . . . . . . . . . 4

1.0.3 Controllability and observability . . . . . . . . . . . . . . . . . . 5
1.0.3.1 Concepts of Controllability . . . . . . . . . . . . . . . 5
1.0.3.2 Adjoint operators . . . . . . . . . . . . . . . . . . . . . 6
1.0.3.3 Controllability tests . . . . . . . . . . . . . . . . . . . 6

1.0.4 Stabilizability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.0.5 Problems and Main Results . . . . . . . . . . . . . . . . . . . . 8

1.0.5.1 Stabilization of the Gear–Grimshaw system . . . . . . 8
1.0.5.2 Controllability for the Korteweg-de Vries equation . . . 11
1.0.5.3 Controllability of Boussinesq Equation KdV-KdV type 14

2 Stabilization of the Gear–Grimshaw system on a periodic domain 22
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Some technical lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Proof of Proposition 2.1 for n = 0 . . . . . . . . . . . . . . . . . . . . . 28
2.4 Proof of Proposition 2.1 for n = 1 . . . . . . . . . . . . . . . . . . . . . 30
2.5 Proof of Proposition 2.1 for n = 2 . . . . . . . . . . . . . . . . . . . . . 35
2.6 Proof of the proposition for n ≥ 3 . . . . . . . . . . . . . . . . . . . . . 41

3 Internal Controllability for the Korteweg-de Vries Equation on a Bounded
Domain 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Linear estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2.1 The linearized KdV equation . . . . . . . . . . . . . . . . . . . 47
3.2.2 The modified KdV equation . . . . . . . . . . . . . . . . . . . . 47

3.2.2.1 Energy Estimates . . . . . . . . . . . . . . . . . . . . . 48
3.3 Null controllability results . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.1 Null controllability of a linearized equation . . . . . . . . . . . . 49
3.3.1.1 Carleman inequality with internal observation . . . . . 50
3.3.1.2 Internal observation . . . . . . . . . . . . . . . . . . . 55

ix



3.3.2 Null controllability of the nonlinear equation . . . . . . . . . . . 60
3.3.2.1 Proof of Theorem 3.1 . . . . . . . . . . . . . . . . . . . 61

3.3.3 Proof of Theorem 3.3. . . . . . . . . . . . . . . . . . . . . . . . 64
3.4 Exact controllability results . . . . . . . . . . . . . . . . . . . . . . . . 64

3.4.1 The linear system . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4.2 Well-posedness in L2

xdx . . . . . . . . . . . . . . . . . . . . . . . 66
3.4.3 Well-posedness in L2

(L−x)−1dx . . . . . . . . . . . . . . . . . . . . 68

3.4.4 Non-homogeneous system . . . . . . . . . . . . . . . . . . . . . 71
3.4.5 Controllability of the linearized system . . . . . . . . . . . . . . 73
3.4.6 Exact controllability of the nonlinear system . . . . . . . . . . . 76

3.5 Final Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 Controllability of Boussinesq Equation KdV-KdV type on a Bounded
Domain 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Well-Posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.1 Linear homogeneous system . . . . . . . . . . . . . . . . . . . . 87
4.2.2 Adjoint System . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2.3 Linear non-homogeneous system . . . . . . . . . . . . . . . . . . 91

4.3 Exact Boundary Controllability For The Linear System: Neumann bound-
ary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3.1 Double control . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3.2 Single control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.4 Exact Boundary Controllability For The Linear System: Dirichlet bound-
ary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.1 Double control in L . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4.2 Single control in L . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.4.3 Double mixed control of Dirichlet type . . . . . . . . . . . . . . 131

4.5 Exact Boundary Controllability For The Linear System: Mixed bound-
ary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.5.1 Double control . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.6 Nonlinear Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.6.1 Well-Posedness in X0. . . . . . . . . . . . . . . . . . . . . . . . 145
4.6.2 Adjoint System . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
4.6.3 The nonhomogeneous system . . . . . . . . . . . . . . . . . . . 151

4.7 Exact Boundary Controllability Results: The Linear System With Bound-
ary Damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
4.7.1 Single Control of Neumann type . . . . . . . . . . . . . . . . . . 153
4.7.2 Double Control Mixed Type . . . . . . . . . . . . . . . . . . . . 155

4.8 Boundary Controllability Result: The Nonlinear System . . . . . . . . 160
4.9 Stabilization of Boussinesq System . . . . . . . . . . . . . . . . . . . . 168

4.9.1 The Linear Problem . . . . . . . . . . . . . . . . . . . . . . . . 169
4.9.2 Well-posedness and Exponential Stability . . . . . . . . . . . . . 173

x



5 Conclusion and perspectives 175
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
5.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

5.2.1 New damping mechanism . . . . . . . . . . . . . . . . . . . . . 176
5.2.2 Internal Controllability for the Korteweg-de Vries Equation . . . 177
5.2.3 Controllability for the non linear Boussinesq System in critical

cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

xi



Chapter 1

General Introduction

This thesis deals with the controllability and stabilization of dispersive systems gov-
erned by partial differential equations. The controllability problem consists in analyzing
whether the solution can be driven from a given initial state to a given terminal state
by using an accurate control input or controls acting through the boundary conditions.
In what concerns the stabilization, we study the asymptotic behavior of solutions, i.e.,
through an initial analysis of the signal energy associated with the model, the initial
question is: Is it possible to ensure that the solutions are asymptotically stable for
arbitrarily large t→ +∞? Having positive response to this question, we are interested
in seeking the rate of decay of these solutions.

The models studied here are the Korteweg-de Vries (KdV) equation on a bounded
domain, a Boussinesq system of KdV–KdV type on a bounded domain and the Gear–
Grimshaw system on a periodic domain. The study of both systems were motivated by
the results obtained for the KdV equation. Therefore, before introducing the mathe-
matical description of the problems, we recall some important historical facts related
to this equation.

1.0.1 Historical review of the wave of translation

In 1834 John Scott Russell, a Scottish naval engineer, was observing the Union Canal
in Scotland when he unexpectedly witnessed a very special physical phenomenon which
he called a wave of translation [68]. He saw a particular wave traveling through this
channel without losing its shape or velocity, and was so captivated by this event that
he focused his attention on these waves for several years and asked the mathematical
community to find a specific mathematical model describing them. More precisely, his
words were:

”I was observing the motion of a boat which was rapidly drawn along a narrow
channel by a pair of horses, when the boat suddenly stopped—not so the mass of water
in the channel which it had put in motion; it accumulated round the prow of a vessel
in a state of violent agitation, then suddenly leaving it behind, rolled forward with great
velocity, assuming the form of a large solitary elevation, a rounded, smooth and well-
defined heap of water, which continued its course along the channel apparently without
change of form or diminution of speed. I followed it on horseback, and overtook it



2

still rolling on at a rate of some eight or nine miles an hour, preserving its original
figure some thirty feet long and a foot to a foot and a half in height. Its height gradually
diminished, and after a chase of one or two miles I lost it in the windings of the channel.
Such, in the month of August 1834, was my first chance interview with that singular
and beautiful phenomenon which I have called the Wave of Translation....”

Russell was fascinated with his discovery to the point that he not only built water
wave tanks at his home, but also did practical and theoretical research into these types
of waves. His experiments, well-known as ”The wave line system of hull construction”,
consisted of raising an area of fluid behind an obstacle, then removing the obstacle
so that a long, heap-shaped wave propagated down the channel. His developments
revolutionized naval architecture in nineteenth century, and he was awarded the gold
medal of the Royal Society of Edinburgh for his work in 1837. Russell’s experiments
contradicted physical conjectures such as G.B. Airy’s water wave theory [3], in which
the traveling wave could not exist because it eventually changed its speed or its shape, or
G.G. Stokes’ theory [76], where waves of finite amplitude and fixed form were possible,
but only in deep water and only in periodic form. However, Stokes was aware of the
unfinished state of Russell’s theory:

”It is the opinion of Mr. Russell that the solitary wave is a phenomenon sui generis,
in nowise deriving its character from the circumstances of the generation of the wave.
His experiments seem to render this conclusion probable. Should it be correct, the ana-
lytical character of the solitary wave remains to be discovered.”

Consequently, in order to convince the physics community, Scott Russell challenged
the mathematical community to prove theoretically the existence of the phenomenon
that he witnessed:

”Having ascertained that no one had succeeded in predicting the phenomenon which
I have ventured to call the wave of translation,... it was not to be supposed that after its
existence had been discovered and its phenomena determined, endeavors would not be
made... to show how it ought to have been predicted from the known general equations
of fluid motion. In other words, it now remained to the mathematician to predict the
discovery after it had happened, i.e. to give a priori demonstration a posteriori.”

A number of researchers took up Russell’s challenge. The first mathematician to re-
spond was Joseph Boussinesq, a French mathematician and physicist who got important
results [10] in 1871. In 1876, the English physicist Lord Rayleigh obtained a different
result [60], and in 1895 the Dutch mathematicians D.J. Korteweg and his student G.
de Vries gave the last significant result of the 19th century [39]. In fact, Boussinesq
considered a model of long, incompressible and rotation-free waves in a shallow chan-
nel with rectangular cross section neglecting the friction along the boundaries, and he
obtained the equation

∂2h

∂t2
= gH

∂2h

∂x2
+ gH

∂2

∂x2

(
2h2

2H
+
H2

3

∂2h

∂x2

)
, (1.0.1)

where (t, x) are the coordinates of a fluid particle at time t, h is the amplitude of the
wave, H is the height of the water in equilibrium and g is the gravitational constant.

Rayleigh independently considered the same phenomenon and added the assumption
of the existence of a stationary wave vanishing at infinity. He considered only spatial
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dependence and captured the desired behavior in the equation(
∂h

∂x

)2

+
3

H3
h2 (h− h0) = 0, (1.0.2)

with h0 being the crest of the wave and the other parameters defined as before. This
equation has an explicit solution given by

h (x) = h0 sech2

(√
3h0

4H3
x

)
.

In 1876, Rayleigh wrote in his article [60]:
”I have lately seen a memoir by M. Boussinesq, Comptes Rendus, Vol. LXXII, in

which is contained a theory of the solitary wave very similar to that of this paper. So
as far as our results are common, the credit of priority belongs of course to Boussinesq
J.”

The last proof of the existence of “translation waves” was given by Diederik Johannes
Korteweg and Gustav de Vries. They constructed a nonlinear partial differential equa-
tion which has a solution describing the phenomenon discovered by Russell, thus giving
the Korteweg-de Vries equation its name, often abbreviated as the KdV equation. In
1895, they published an article deriving the equation

∂η

∂t
=

3

2

√
g

l

∂

∂x

(
1

2
η2 +

3

2
αη +

1

3
β
∂2η

∂x2

)
, (1.0.3)

in which η is the surface elevation above the equilibrium level l, is a small arbitrary
constant related to the motion of the liquid, g is the gravitational constant, and =
β = l3

3
− T l

ρg
with surface capillary tension T and density ρ. Eliminating the physical

constants by the change of variables

t→ 1

2

√
g

lβ
t, x→ −x

β
and u→ −

(
1

2
η +

1

3
α

)
one obtains the standard Korteweg-de Vries equation

ut + 6uux + uxxx = 0, (1.0.4)

which is a model describing the propagation of small amplitude, long wavelength waves
on an air-sea interface in a canal of rectangular cross section. The steady periodic
wave-train solution is called the cnoidal wave.

C.S. Gardner and G.K. Morikawa [30] found a new application of this model in the
study of collision-free hydro-magnetic waves in hopes of describing the unidirectional
propagation of small but finite amplitude waves in a nonlinear dispersive medium.
Also, M. Kruskal and N. Zabusky [81] showed that the KdV equation models the
Fermi-Pasta-Ulam problem, as it describes longitudinal waves propagating in a one-
dimensional lattice of equal masses coupled by nonlinear springs. Other applications
have been found and are currently studied.
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1.0.2 Controllability and stabilization for PDEs - Methods Used

We are interested in obtaining controllability and stabilization results for systems gov-
erned by dispersive PDEs. Therefore, we first deal with two major problems concerning
this theory: the internal controllability and controllability at the border.

The various concepts of controllability, which agree in finite dimension but not in
general for a PDE, are introduced and next characterized thanks to the classical duality
approach (see [28, 42]). For instance, the exact controllability of a system is shown to
be equivalent to the observability of the adjoint system. The proof given here is based
on the Hilbert Uniqueness Method (HUM) due to J.-L. Lions (for more details see
[42, 43, 44]). The controllability tests given here may be seen as natural extensions of
Kalman rank criterion as shown in [19].

Special attention is given to PDEs with skew-adjoint infinitesimal generator, for
whose the controllability and stabilizability concepts considered here agree. We only
deal with both concepts in infinite dimension.

Before addressing the control problems, let us introduce some notations. Let P (D)
denote a differential operator, with P ∈ C [τ, ξ1, . . . , ξn] and

D = (−i∂t,−i∂x1 , . . . ,−i∂xn) .

E.g. P = −τ 2 + |ξ|2 gives the wave operator P (D) = ∂2
t −∆. Let Ω ⊂ Rn be a bounded

(sufficiently smooth) open set, whose boundary ∂Ω is denoted by Γ.

1.0.2.1 Internal control problem

Given some open set ω ⊂ Ω with a smooth boundary Γ, and a set of boundary condi-
tions, merely written B (D) z = 0, we consider the control problem P (D) z = Xωf t > 0, x ∈ Ω,

B (D) z = 0 t > 0, x ∈ Γ,
z (0, x) = z0 (x) x ∈ Ω.

(1.0.5)

Here, f = f (t, x) is the internal control, z = z (t, x) is the unknown function. For
the controllability problem, given z0 and z1 in some functional space H, we seek for a
control f ∈ L2 (0, T ;U) (U being another functional space) such that the solution z of
the system (1.0.5) satisfies z (T, x) = z1 (x).

1.0.2.2 Boundary control problem

Given some open set γ ⊂ Γ, and two sets of boundary conditions B1 (D) z = Xωf ,
B2 (D) z = 0, we consider the control problem

P (D) z = 0 t > 0, x ∈ Ω,
B1 (D) z = Xωf t > 0, x ∈ Γ,
B2 (D) z = 0 x ∈ Ω,
z (0, x) = z0 (x) x ∈ Ω.

(1.0.6)

Heref = f (t, x) is the boundary control. In general ω (resp. γ) is a strict subset of Ω
(resp. Γ).
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Using a domain extension together with classical trace results, one may often derive
boundary control results from internal control results.

1.0.3 Controllability and observability

1.0.3.1 Concepts of Controllability

For given z0 ∈ H, u ∈ L2 (0, T ;U), we consider the solution z : [0, T ] → H of the
Cauchy problem { ·

z = Az +Bu,
z (0) = z0.

(1.0.7)

Recall that for any z0 ∈ D (A) and u ∈ W 1,1 (0, T ;U), the Cauchy problem (1.0.7)
admits a unique classical solution z ∈ C ([0, T ] ;D (A))∩C1 (0, T ;H) given by Duhamel
formula

z (t) = S (t) z0 +

∫ t

0

S (t− s)Bu (s) ds, ∀t ∈ [0, T ] ,

where {S(t)}t≥0 is a semigroup generated by the operator A. For z0 ∈ H and u ∈
L1 (0, T ;U), the above formula is still meaningful and defines the mild solution of (1.0.7).

Definition 1.1. System (1.0.7) is exactly controllable in time T if for any z0, zT ∈ H,
there exists u ∈ L2 (0, T ;U) such that the solution z of (1.0.7) fulfills z (T ) = zT ;

Definition 1.2. System (1.0.7) is null controllable in time T if for any z0 ∈ H, there
exists u ∈ L2 (0, T ;U) such that the solution z of (1.0.7) fulfills z (T ) = 0.

Let us introduce the operator LT : L2 (0, T ;U) −→ H defined by

LTu =

∫ T

0

S (T − t)Bu (s) ds.

Then,

Exact controllability in time T ⇔ ImLT = H; (1.0.8)

Zero controllability in time T ⇔ S (T )H ⊂ ImLT . (1.0.9)

In finite dimension, i. e., when A ∈ Rn×n and B ∈ Rn×m, the three concepts are
equivalent, and equivalent to a purely algebraic condition, the famous Kalman rank
condition: rank (B,AB, . . . , An−1B) = n. As a consequence, the time T plays no role
(for more details see, for example, [19, 80]).

The situation is more tricky for PDE:
– there is no algebraic test for the controllability;
– the control time plays a role for hyperbolic PDE;
– the converses of

Exact Controllability ⇒ Null Controllability

is not true in general.
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1.0.3.2 Adjoint operators

As mentioned before, the controllability problems requires the proof an observability
inequality for the solution of the adjoint system. Therefore, the following definition will
be needed:

The adjoint of the bounded operator B ∈ L (U,H) is the operator B∗ ∈ L (H,U)
defined by (B∗z, u)U = (z,Bu)H for all z ∈ H and u ∈ U . Thus, the adjoint of the
(unbounded) operator A is the unbounded operator A∗ with domain

D (A∗) =
{
z ∈ H : ∃C ∈ R+, |(Ay, z)H | ≤ C ‖y‖H ,∀y ∈ D (A)

}
and defined by

(Ay, z)H = (y, A∗z)H , ∀y ∈ D (A) , ∀z ∈ D (A∗) .

Therefore, A∗ also generates a continuous semigroup
(
etA
)
t≥0

fulfilling etA
∗

= S∗ (t),

∀t ≥ 0. If A∗ = A (resp. A∗ = −A) the operator A is said to be self-adjoint (resp.
skew-adjoint). Recall that a skew-adjoint operator generates a continuous group of
isometries (see e.g. [54]).

1.0.3.3 Controllability tests

The proofs of the results cited here are classic, and they can be found, for example in
[19, 42, 80, 87]. These tests are based on the HUM method due to J.-L. Lions [42]. A
first result ensures that the controllability can be given as follows:
Theorem A: The system (1.0.7) is exactly controllable in time T > 0 if and only if
there exists a constant c > 0 such that∫ T

0

‖B∗S∗ (t) y0‖2
U dt ≥ c ‖y0‖2

H , ∀y0 ∈ H. (1.0.10)

(1.0.10) is called an observability inequality. Such inequality means that the map

Υ : y0 7−→ B∗S∗ (·) y0,

is boundedly invertible; i.e., it is possible to recover a complete information about
the initial state y0 from a measure on [0, T ] of the output B∗ [S∗ (t) y0] t (observability
property).
Theorem B: The system (1.0.7) is null controllable in time T > 0 if and only if there
exists a constant c > 0 such that∫ T

0

‖B∗S∗ (t) y0‖2
U dt ≥ c ‖S∗ (T ) y0‖2

H , ∀y0 ∈ H. (1.0.11)

(1.0.11) is a weak observability inequality, i. e., only S∗ (T ) y0 may be recovered, not
y0.
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The Hilbert Uniqueness Method. We associate to the boundary-initial value problem

Σ

{ ·
z = Az +Bu,
z (0) = 0,

its adjoint problem, obtained by taking the distributional adjoint of the operator ∂t−A,
namely −∂t − A∗:

Σ∗
{ ·
y = −A∗y,
y (T ) = yT .

Note that Σ∗ is without control and backwards in time. For any yT ∈ H, the solution
y of Σ∗ is given by y (t) = S∗ (T − t) yT .

We assume the following key identity :

(z (t) , yT )H =

∫ T

0

(u,B∗y)U dt

to ensure the equivalence between observability inequality and controllability of the
system Σ. In addition, we can conclude that:

– The evolution equation in the adjoint problem
·
y = −A∗y differs from the one for

the adjoint operator
·
y = A∗y by a sign minus. Solutions of the second one give solutions

of the first one just by changing t→ T − t inside;
– HUM provides a bounded operator Λ : zT 7−→ u giving the control;
– In general we don’t need to explicit B and B∗. The important ingredients in HUM

are the key identity and the observability inequality.

1.0.4 Stabilizability

In this last section we address the stabilizability of the control system (1.0.7). In order
to do that, we consider K ∈ L (H,U), let AK the operator AKz = Az + BKz with
domain D (AK) = D (A) and by (SK (t))t≥0 the semigroup generated by AK .

The system (1.0.7) is said to be exponentially stabilizable if there exists a feedback
K ∈ L (H,U) such that the operator AK is exponentially stable; i.e., for some constants
C > 0 and µ > 0,

‖SK (t)‖ ≤ Ce−µt,∀t ≥ 0.

On the other hand side, the system (1.0.7) is said to be completely stabilizable if it is
exponentially stabilizable with an arbitrary exponential decay rate; i.e., for arbitrary
µ ∈ R, there exists a feedback K ∈ L (H,U) and a constant C > 0 such that

‖SK (t)‖ ≤ Ce−µt,∀t ≥ 0.

Stabilization of the system (1.0.7) is is strongly related to controllability. The first
result in this direction was given by Datko in 1972 (see [22]).
Theorem C: If the system (1.0.7) is null controllable, then it is exponentially stabi-
lizable.

The next result gives an infinite dimensional version of Wonham’s theorem.
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Theorem D: Assume that A generates a group (S (t))t≥0 of operators. Then the
following properties are equivalent.

i) The system (1.0.7) is exactly controllable in some time T > 0;
ii) The system (1.0.7) is null controllable in some time T > 0;
iii) The system (1.0.7) is completely stabilizable.

The implication i) ⇒ iii) is due to Slemrod [75], whereas the implication iii) ⇒ i) is
due to Megan [47] (see also Zabczyk [80, Theorem 3.4 p. 229]). i) ⇒ ii) is obvious.

The previous result applies in particular to a skew-adjoint operator A, which gener-
ates a group of isometries on H. In fact more can be said. First, we have the “control-
lability via stabilizability” principle due to Russell [69, 37]. On the other hand, explicit
exponentially stabilizing feedback laws may be given (for example, [45, Theorem 2.3]).
Theorem E: Assume that A is skew-adjoint. Then the following properties are
equivalent.

– The system (1.0.7) is exactly controllable in some time T > 0;
– The system (1.0.7) is null controllable in some time T > 0;
– The system (1.0.7) is completely stabilizable;
– The system (1.0.7) is exponentially stabilizable;
–For every positive definite self-adjoint operator S ∈ L (U), the operator A−BSB∗

generates an exponentially stable semigroup on H.

1.0.5 Problems and Main Results

We now return to the main problem of this thesis, i.e., the study of controllability and
stabilization properties of models that describe the propagation of a surface water wave.
We begin our study with the Gear–Grimshaw system on a periodic domain.

1.0.5.1 Stabilization of the Gear–Grimshaw system

The first work of this thesis, in collaboration with V. Komornik and A. Pazoto [13], is
to investigate the decay properties of the initial-value problem

u′ + uux + uxxx + a3vxxx + a1vvx + a2(uv)x + k(u− [u]) = 0,

b1v
′ + rvx + vvx + vxxx + b2a3uxxx + b2a2uux

+b2a1(uv)x + k(v − [v]) = 0,

u(0, x) = φ(x),

v(0, x) = ψ(x)

(1.0.12)

with periodic boundary conditions

∂kxu(0) = ∂kxu(1), k = 0, 1, 2, . . .

In (1.0.12), r, a1, a2, a3, b1, b2, k are given real constants with b1, b2, k > 0, u(t, x), v(t, x)
are real-valued functions of the time and space variables t ≥ 0 and 0 ≤ x ≤ 1, the
subscript x and the prime indicate the partial differentiation with respect to x and t,
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respectively, and [f ] denotes the mean value of f defined by

[f ] :=

∫ 1

0

f(x) dx.

When k = 0, system was proposed by Gear and Grimshaw [31] as a model to describe
strong interactions of two long internal gravity waves in a stratified fluid, where the
two waves are assumed to correspond to different modes of the linearized equations of
motion. It has the structure of a pair of KdV equations with both linear and nonlinear
coupling terms and has been object of intensive research in recent years. In what
concerns the stabilization problems, most of the works have been focused on a bounded
interval with a localized internal damping (see, for instance, [55] and the references
therein). In particular, we also refer to [8] for an extensive discussion on the physical
relevance of the system and to [23, 24, 25, 26, 27] for the results used in this chapter.

We can (formally) check that the total energy

E =
1

2

∫ 1

0

b2u
2 + b1v

2 dx

associated with the model satisfies the inequality

E ′ = −k
∫ 1

0

b2(u− [u])2 + (v − [v])2 dx ≤ 0

in (0,∞), so that the energy in nonincreasing. Therefore, the following basic questions
arise: are the solutions asymptotically stable for t sufficiently large? And if yes, is it
possible to find a rate of decay? The aim of this work is to answer these questions.

More precisely, we prove that for any fixed integer s ≥ 3, the solutions are exponen-
tially stable in the Sobolev spaces

Hs
p(0, 1) := {u ∈ Hs(0, 1) : ∂nxu(0) = ∂nxu(1), n = 0, . . . , s}

with periodic boundary conditions. This extends an earlier theorem of Dávila in [26]
for s ≤ 2.

Before stating the stabilization result mentioned above, we first need to ensure the
well posedness of the system. This was addressed by Dávila in [23] (see also [24]) under
the following conditions on the coefficients:

a2
3b2 < 1 and r = 0

b2a1a3 − b1a3 + b1a2 − a2 = 0
b1a1 − a1 − b1a2a3 + a3 = 0
b1a

2
2 + b2a

2
1 − b1a1 − a2 = 0.

(1.0.13)

Indeed, under conditions (1.0.13), Dávila and Chaves [27] derived some conservation
laws for the solutions of (1.0.12). Combined with an approach introduced in [9, 73],
these conservation laws allow them to establish the global well-posedness in Hs

p(0, 1),
for any s ≥ 0. Moreover, the authors also give a simpler derivation of the conservation
laws discovered by Gear and Grimshaw, and Bona et al [8]. We also observe that these
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conservation properties were obtained employing the techniques developed in [52] for
the single KdV equation; see also [51].

The well-posedness result reads as follows:

Theorem 1.1. Assume that condition (1.0.13) holds. If φ, ψ ∈ Hs
p(0, 1) for some

integer s ≥ 3, then the system (1.0.12) has a unique solution satisfying

u, v ∈ C([0,∞);Hs
p(0, 1)) ∩ C1([0,∞);Hs−3

p (0, 1)).

Moreover, the map (φ, ψ) 7→ (u, v) is continuous from
(
Hs
p(0, 1)

)2
into(

C([0,∞);Hs
p(0, 1)) ∩ C1([0,∞);Hs−3

p (0, 1))
)2
.

For k = 0, the analogous theorem on the whole real line −∞ < x < ∞ was proved
Bona et al. [8], for all s ≥ 1.

With the global well-posedness result in hand, we can focus on the stabilization
problem. For simplicity of notation we consider only the case

b1 = b2 = 1. (1.0.14)

Then the conditions (1.0.13) take the simplified form

r = 0, a2
1 + a2

2 = a1 + a2

|a3| < 1
(a1 − 1)a3 = (a2 − 1)a3 = 0.

(1.0.15)

Hence either a3 = 0 and a2
1 + a2

2 = a1 + a2, or 0 < |a3| < 1 and a1 = a2 = 1.
We prove the following theorem:

Theorem 1.2. Assume (1.0.14) and (1.0.15). If φ, ψ ∈ Hs
p(0, 1) for some integer

s ≥ 3, then the solution of (1.0.12) satisfies the estimate

‖u (t)− [u (t)]‖Hs
p(0,1) + ‖v (t)− [v (t)]‖Hs

p(0,1) = o
(
e−k

′t
)
, t→∞,

for each k′ < k.

An analogous theorem was proved in [38] for the usual KdV equation by using the
infinite family of conservation laws for this equation. Such conservations lead to the
construction of a suitable Lyapunov function that gives the exponential decay of the
solutions. Here, we follow the same approach making use of the results established
by Dávila and Chavez [27]. They proved that under the assumptions (1.0.13) system
(1.0.12) also has an infinite family of conservation laws, and they conjectured the above
theorem for this case. At this point we observe that some computations are simplified
if we change u, v, φ and ψ to u − [u], v − [v], φ − [φ] and ψ − [ψ]. Then, the new
unknown functions u and v satisfy the same system (1.0.12) with ku and kv instead of
k(u− [u]) and k(v − [v]). Hence we consider the solutions of the simplified system

u′ + uux + uxxx + a3vxxx + a1vvx + a2(uv)x + ku = 0,

v′ + vvx + vxxx + a3uxxx + a2uux + a1(uv)x + kv = 0,

u(0, x) = φ(x),

v(0, x) = ψ(x)

(1.0.16)
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with periodic boundary conditions, corresponding to initial data φ, ψ with zero mean
values.

In order to obtain the result, we prove a number of identities and estimates for the
solutions of (1.0.12). In view of Theorem 1.1 it suffices to establish these estimates for
smooth solutions, i.e., to solutions corresponding to C∞ initial data φ, ψ with periodic
boundary conditions. For such solutions all formal manipulations in the sequel will be
justified.

Finally, we also observe that a similar result was obtained in [40] for the scalar
KdV equation on a periodic domain. The authors study the model from a control
point of view with a forcing term f supported in a given open set of the domain. It
is shown that the system is globally exactly controllable and globally exponentially
stable. The stabilization is established with the aid of certain properties of propagation
of compactness and regularity in Bourgain spaces for the solutions of the corresponding
linear system. We also refer to [40] for a quite complete review on the subject.

1.0.5.2 Controllability for the Korteweg-de Vries equation

The second work of this thesis, in collaboration with L. Rosier and A. Pazoto [14], has
the interest to investigate the properties of controllability for the equation of Korteweg-
de Vries (KdV). The Korteweg–de Vries (KdV) equation can be written

ut + uxxx + ux + uux = 0,

where u = u(t, x) is real-valued function of two real variables t and x, and ut = ∂u/∂t,
etc. The equation was first derived by Boussinesq [10] and Korteweg-de Vries [39] as a
model for the propagation of water waves along a channel. The equation furnishes also
a very useful approximation model in nonlinear studies whenever one wishes to include
and balance a weak nonlinearity and weak dispersive effects. In particular, the equation
is now commonly accepted as a mathematical model for the unidirectional propagation
of small amplitude long waves in nonlinear dispersive systems.

The KdV equation has been intensively studied from various aspects of mathematics,
including the well-posedness, the existence and stability of solitary waves, the integra-
bility, the long-time behavior, etc. (see e.g. [35, 51]) The practical use of the KdV
equation does not always involve the pure initial value problem. In numerical studies,
one is often interested in using a finite interval (instead of the whole line) with three
boundary conditions.

Here, we shall be concerned with the control properties of KdV, the control acting
through a forcing term f incorporated in the equation:

ut + uxxx + ux + uux = f, t ∈ [0, T ], x ∈ [0, L], + b.c. (1.0.17)

Our main purpose is to see whether one can force the solutions of (1.0.17) to have
certain desired properties by choosing an appropriate control input f . The focus here
is on the controllability issue:
Given an initial state u0 and a terminal state u1 in a certain space, can one find an
appropriate control input f so that the equation (1.0.17) admits a solution u which
equals u0 at time t = 0 and u1 at time t = T?
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If one can always find a control input f to guide the system described by (1.0.17)
from any given initial state u0 to any given terminal state u1, then the system (1.0.17)
is said to be exactly controllable. If the system can be driven, by means of a control f ,
from any state to the origin (i.e. u1 ≡ 0), then one says that system (1.0.17) is null
controllable.

The study of the controllability and stabilization of the KdV equation started with
the works of Russell and Zhang [72] for a system with periodic boundary conditions
and an internal control. Since then, both the controllability and the stabilization have
been intensively studied. (We refer the reader to [65] for a survey of the results up to
2009.) In particular, the exact boundary controllability of KdV on a finite domain was
investigated in e.g. [16, 17, 20, 32, 33, 62, 64, 85]. Most of those works were concerned
with the following system{

ut + ux + uxxx + uux = 0 in (0, T )× (0, L),
u(t, 0) = g1(t), u(t, L) = g2(t), ux(t, L) = g3(t) in (0, T )

(1.0.18)

in which the boundary data g1, g2, g3 can be chosen as control inputs. System (1.0.18)
was first studied by Rosier [62] considering only the control input g3 (i.e. g1 = g2 = 0).
It was shown in [62] that the exact controllability of the linearized system holds in
L2(0, L) if, and only if, L does not belong to the following countable set of critical
lengths

N :=

{
2π√

3

√
k2 + kl + l2 : k, l ∈ N∗

}
. (1.0.19)

The analysis developed in [62] shows that when the linearized system is controllable,
the same is true for the nonlinear one. Note that the converse is false, for it was proved
in [16, 17, 20] that the (nonlinear) KdV equation is controllable even when L is a
critical length. It is also worth mentioning some results due to Rosier [64] and Glass
and Guerrero [32] with g1 as control input (i.e. g2 = g3 = 0). They proved that system
(1.0.18) is then null controllable, but not exactly controllable, because of the strong
smoothing effect.

By contrast, the mathematical theory pertaining to the study of the internal con-
trollability in a bounded domain is considerably less advanced. As far as we know, the
null controllability problem for system (1.0.17) was only addressed in [32] when the
control acts in a neighborhood of the endpoint x = 0. On the other hand, the exact
controllability results in [40, 72] were obtained in a periodic domain.

The aim of this chapter is to address the controllability problem with a distributed
control on a bounded domain. As far as the null controllability is concerned, our main
result reads as follows:

Theorem 1.3. Let ω = (l1, l2) with 0 < l1 < l2 < L, and let T > 0. For ū0 ∈ L2(0, L),
let ū ∈ C0([0, T ];L2(0, L)) ∩ L2(0, T ;H1(0, L)) denote the solution of ūt + ūx + uux + ūxxx = 0 in (0, T )× (0, L),

ū(t, 0) = ū(t, L) = ūx(t, L) = 0 in (0, T ),
ū(0, x) = ū0(x) in (0, L).

(1.0.20)
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Then there exists δ > 0 such that for any u0 ∈ L2(0, L) satisfying ‖u0 − ū0‖L2(0,L) ≤
δ, there exists f ∈ L2((0, T ) × ω) such that the solution u ∈ C0([0, T ];L2(0, L)) ∩
L2(0, T,H1(0, L)) of ut + ux + uux + uxxx = 1ωf(t, x) in (0, T )× (0, L),

u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L),

(1.0.21)

satisfies u(T, ·) = ū(T, ·) in (0, L).

The null controllability is first established for a linearized system ut + (ξu)x + uxxx = 1ωf in (0, T )× (0, L) ,
u (t, 0) = u (t, L) = ux (t, L) = 0 in (0, T ) ,
u (0, x) = u0 (x) in (0, L) ,

(1.0.22)

by following the classical duality approach (see [28, 43]), which reduces the null con-
trollability of (1.0.22) to an observability inequality for the solutions of the adjoint
system. To prove the observability inequality, we derive a new Carleman estimate with
an internal observation in (0, T )×(l1, l2) and use some interpolation arguments inspired
by those in [32], where the authors derived a similar result when the control acts on a
neighborhood on the left endpoint (that is, l1 = 0). The null controllability is extended
to the nonlinear system by applying Kakutani fixed-point theorem.

The second problem we address is related to the exact internal controllability of
system (1.0.17). As far as we know, the same problem was studied only in [40, 72] in a
periodic domain T with a distributed control of the form

f(x, t) = (Gh)(x, t) := g(x)(h(x, t)−
∫
T
g(y)h(y, t)dy),

where g ∈ C∞(T) was such that {g > 0} = ω and
∫
T g(x)dx = 1, and the function h

was considered as a new control input. Here, we shall consider the system ut + ux + uux + uxxx = f in (0, T )× (0, L),
u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L).

(1.0.23)

As the smoothing effect is different from those in a periodic domain, the results in
this chapter turn out to be very different from those in [40, 72]. First, for a controlla-
bility result in L2(0, L), the control f has to be taken in the space L2(0, T,H−1(0, L)).
Actually, with any control f ∈ L2(0, T, L2(0, L)), the solution of (1.0.23) starting from
u0 = 0 at t = 0 would remain in H1

0 (0, L) (see [32]). On the other hand, as for the
boundary control, the localization of the distributed control plays a role in the results.

When the control acts in a neighborhood of x = L, we obtain the exact controllability
in the weighted Sobolev space L2

1
L−xdx

defined as

L2
1

L−xdx
:= {u ∈ L1

loc(0, L);

∫ L

0

|u(x)|2

L− x
dx <∞}.

More precisely, we shall obtain the following result:
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Theorem 1.4. Let T > 0, ω = (l1, l2) = (L − ν, L) where 0 < ν < L. Then, there
exists δ > 0 such that for any u0, u1 ∈ L2

1
L−xdx

with

‖u0‖L2
1

L−xdx
≤ δ and ‖u1‖L2

1
L−xdx

≤ δ,

one can find a control input f ∈ L2(0, T ;H−1(0, L)) such that the solution

u ∈ C0([0, L], L2(0, L)) ∩ L2(0, T,H1(0, L))

of (1.0.23) satisfies u(T, x) = u1(x) in (0, L) and u ∈ C0([0, T ], L2
1

L−xdx
). Furthermore,

f ∈ L2
(T−t)dt(0, T, L

2(0, L)).

Actually, we shall have to investigate the well-posedness of the linearization of
(1.0.23) in the space L2

1
L−xdx

and the well-posedness of the (backward) adjoint system

in the “dual space” L2
(L−x)dx. To do this, we shall follow some ideas borrowed from [34],

where the well-posedness was investigated in the weighted space L2
x

L−xdx
. The needed

observability inequality is obtained by the standard compactness-uniqueness argument
and some unique continuation property. The exact controllability is extended to the
nonlinear system by using the contraction principle.

When the control is acting far from the endpoint x = L, i.e. in some interval
ω = (l1, l2) with 0 < l1 < l2 < L, then there is no chance to control exactly the state
function on (l2, L) (see e.g. [64]). However, it is possible to control the state function
on (0, l1), so that a “regional controllability” can be established:

Theorem 1.5. Let T > 0 and ω = (l1, l2) with 0 < l1 < l2 < L. Pick any number
l′1 ∈ (l1, l2). Then there exists a number δ > 0 such that for any u0, u1 ∈ L2(0, L)
satisfying

||u0||L2(0,L) ≤ δ, ||u1||L2(0,L) ≤ δ,

one can find a control f ∈ L2(0, T,H−1(0, L)) with supp(f) ⊂ (0, T )× ω such that the
solution u ∈ C0([0, T ], L2(0, L)) ∩ L2(0, T,H1(0, L)) of (1.0.23) satisfies

u(T, x) =

{
u1(x) if x ∈ (0, l′1);
0 if x ∈ (l2, L).

(1.0.24)

The proof of Theorem 1.5 combines Theorem 1.3, a boundary controllability result
from [62], and the use of a cut-off function. Note that the issue whether u may also be
controlled in the interval (l′1, l2) is open.

1.0.5.3 Controllability of Boussinesq Equation KdV-KdV type

The third and last work of this thesis, in collaboration with L. Rosier and A. Pazoto
[15], has the interest to investigate the properties of controllability and asymptotic
behavior for the system of Boussinesq KdV-KdV type.

The classical Boussinesq systems were first derived by Boussinesq, in [11], to describe
the two-way propagation of small amplitude, long wave length gravity waves on the
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surface of water in a canal. These systems and their higher-order generalizations also
arise when modeling the propagation of long-crested waves on large lakes or on the
ocean and in other contexts. In [6], the authors derived a four-parameter family of
Boussinesq systems to describe the motion of small amplitude long waves on the surface
of an ideal fluid under the gravity force and in situations where the motion is sensibly
two dimensional. More precisely, they studied a family of systems of the form{

ηt + wx + (ηw)x + awxxx − bηxxt = 0,
wt + ηx + wwx + cηxxx − dwxxt = 0.

(1.0.25)

In (1.0.25), η is the elevation from the equilibrium position, and w = wθ is the horizontal
velocity in the flow at height θh, where h is the undisturbed depth of the liquid. The
parameters a, b, c, d, that one might choose in a given modeling situation, are required
to fulfill the relations

a+ b =
1

2
(θ2 − 1

3
), c+ d =

1

2
(1− θ2) ≥ 0, θ ∈ [0, 1] . (1.0.26)

where θ ∈ [0, 1] specifies which horizontal velocity the variable w represents (cf. [6]).
Consequently,

a+ b+ c+ d =
1

3

As it has been proved in [6], the initial value problem for the linear system associated
with (1.0.25) is well posed on R if either C1 or C2 is satisfied, where

(C1) b, d ≥ 0, a ≤ 0, c ≤ 0;

(C2) b, d ≥ 0, a = c > 0.

In mathematical studies, considerations have been mainly given to pure initial value
problems and well-posedness results [7]. However, the practical use of the above system
and its relatives does not always involve the pure initial value problem. Instead, the
initial boundary value problem often comes to the fore.

Recently, in [50], a rather complete picture of the control properties of (1.0.25) on
a periodic domain with a locally supported forcing term was given. According to the
values of the four parameters a, b, c, d, the linearized system may be controllable in
any positive time, or only in large time, or may not be controllable at all. These results
were also extended in [50] to the generic nonlinear system (1.0.25), i.e., when all the
parameters are different from 0.

When b = d = 0 and (C2) is satisfied, then necessarily a = c = 1/6. Nevertheless,
the scaling x → x/

√
6, t → t/

√
6 gives an system equivalent to (1.0.25) for which

a = c = 1, namely {
ηt + wx + (ηw)x + wxxx = 0,
wt + ηx + wwx + ηxxx = 0.

(1.0.27)

When the model is posed on a bounded interval, Rosier and Pazoto, in [58], investi-
gated the asymptotic behavior of the solutions assuming that b = d = 0 and a = c = 1.
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More precisely, the authors studied the following Boussinesq system of KdV-KdV type{
ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L),
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L),

(1.0.28)

satisfying the boundary conditions
w(t, 0) = wxx(t, 0) = 0 in (0, T ),
wx(t, 0) = α0ηx(t, 0) in (0, T ),
w(t, L) = α2η(t, L) in (0, T ),
wx(t, L) = −α1ηx(t, L) in (0, T ),
wxx(t, L) = −α2ηxx(t, L) in (0, T ),

(1.0.29)

and initial conditions

η(0, x) = η0(x), w(0, x) = w0(x) in (0, L). (1.0.30)

In (1.0.28), α0, α1 and α2 denote some nonnegative real constants. The KdV–KdV
system is expected to admit global solutions on R, and it also possesses good control
properties on the torus [50].

Under the above boundary conditions, the authors observed that the derivative of the
energy associated with the system (1.0.28), with boundary conditions (1.0.29)-(1.0.30)
satisfies

dE

dt
= −α2 |η(L, t)|2 − α1 |ηx(L, t)|2 − α0 |ηx(0, t)|2 −

1

3
w3(L, t)−

∫ L

0

(ηw)xηdx

where

E(t) =
1

2

∫ L

0

(η2 + w2)dx.

This indicates that the boundary conditions play the role of a feedback damping
mechanism, at least for the linearized system. Therefore, the following questions arise:

(i) Does E(t)→ 0, as t→ +∞?
(ii) If it is the case, can we give the decay rate?
The problem might be easy to solve when the underlying model has a intrinsic

dissipative nature. Moreover, in the context of coupled systems, in order to achieve the
desired decay property, the damping mechanism has to be designed in an appropriate
way in order to capture all the components of the system. The main result of Rosier
and Pazoto provides a positive answer to those questions.

Theorem 1.6. ([58]) Assume that α0 ≥ 0, α1 > 0 and α2 = 1. Then there exist some
numbers ρ > 0, C > 0 and µ > 0 such that for any (η0, w0) ∈ (L2(I))2 with

‖(η0, w0)‖(L2(I))2 ≤ ρ,

the system (1.0.28)-(1.0.30) admits a unique solution

(η, w) ∈ C(R+; (L2(I))2) ∩ C(R+∗; (H1(I))2) ∩ L2((0, 1); (H1(I))2),
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which fulfills
‖(η, w)(t)‖(L2(I))2 ≤ Ce−µt ‖(η0, w0)‖(L2(I))2 , ∀t ≥ 0,

‖(η, w)(t)‖(H1(I))2 ≤ C
e−µt√
t
‖(η0, w0)‖(L2(I))2 , ∀t > 0.

To our knowledge, the boundary control of the Boussinesq system of KdV-KdV type
is completely open. The aim of this chapter is to investigate the control properties of
the following system{

ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L),
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L),

(1.0.31)

with the boundary conditions η(t, 0) = h0(t), η(t, L) = h1(t) in (0, T ),
w(t, 0) = g0(t), w(t, L) = g1(t) in (0, T ),
ηx(t, 0) = h2(t), wx(t, L) = g2(t) in (0, T )

(1.0.32)

and the initial conditions

η(0, x) = η0(x), w(0, x) = w0(x) in (0, L). (1.0.33)

A similar problem was studied by Rosier [62] in the case of the KdV equation con-
sidering only one control,{

ut + ux + uxxx + uux = 0 in (0, T )× (0, L),
u(t, 0) = u(t, L) = 0, ux(t, L) = g3(t) in (0, T ).

(1.0.34)

It was shown that the exact controllability of the linearized KdV equation holds in
L2(0, L) if, and only if, L does not belong to the following (discrete) set of critical
lengths

N :=

{
2π√

3

√
k2 + kl + l2 : k, l ∈ N∗

}
. (1.0.35)

To begin with, we consider the linearized Boussinesq system{
ηt + wx + wxxx = 0 in (0, T )× (0, L),
wt + ηx + ηxxx = 0 in (0, T )× (0, L),

(1.0.36)

together with the boundary conditions (1.0.32) and the initial data (1.0.33).
The results established in this chapter show that, depending on the combination of

the controls gi and hi, two sets of critical lengths appear; namely N and the (new) set

R :=

{
π

√
(
1

2
+ 2k)2 + (

1

2
+ 2l)2 + (

1

2
+ 2k)(

1

2
+ 2l) : k, l ∈ N∗

}
. (1.0.37)

Introduce the space

X =
{

(η, w) ∈
[
H2(0, L) ∩H1

0 (0, L)
]2

: ηx(0) = wx(L) = 0
}

; (1.0.38)

and let X ′ denote the dual of X with respect to the pivot space L2(0, L)2. Some of the
main results in this chapter are stated in the following theorem.
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Theorem 1.7. Let N , R, and X be defined by (1.0.35), (1.0.37), and (1.0.38), respec-
tively. Then the following holds.

(i) For any T > 0, L ∈ (0,+∞)\N ,

(η0, w0) ∈ (H−1(0, L))2

and
(ηT , wT ) ∈ (H−1(0, L))2,

there exist some controls h2, g2 ∈ L2(0, T ) such that the solution

(η, w) ∈ C0([0, T ], (H−1(0, L))2)

of (1.0.36) and (1.0.32)-(1.0.33), with hi = 0 and gi = 0 for i = 0, 1, fulfills

η(T, ·) = ηT and w(T, ·) = wT in (0, L);

(ii) For any T > 0, L ∈ (0,+∞)\N ,

(η0, w0) ∈ (H−1(0, L))2

and
(ηT , wT ) ∈ (H−1(0, L))2,

there exists a control h2 ∈ L2(0, T ) such that the solution

(η, w) ∈ C0([0, T ], (H−1(0, L))2)

of (1.0.36) and (1.0.32)-(1.0.33), with hi = 0 and gi = 0 for i = 0, 1 and g2 = 0, fulfills

η(T, ·) = ηT and w(T, ·) = wT in (0, L);

(iii) For any T > 0, L > 0,
(η0, w0) ∈ X ′

and
(ηT , wT ) ∈ X ′,

there exist some controls h1, g1 ∈ L2(0, T ) such that, the solution

(η, w) ∈ C([0, T ], X ′

of (1.0.36) and (1.0.32)-(1.0.33), with hi = 0 and gi = 0 for i = 0, 2, fulfills

η(T, ·) = ηT and w(T, ·) = wT in (0, L);

(iv) For any T > 0, L ∈ (0,+∞)\(N ∪R),

(η0, w0) ∈ X ′

and
(ηT , wT ) ∈ X ′

, there exists a control g1 ∈ L2(0, T ) such that the solution

(η, w) ∈ C0([0, T ], X ′)

of (1.0.36) and (1.0.32)-(1.0.33), with hi = 0 and gi = 0 for i = 0, 2 and h1 = 0, fulfills

η(T, ·) = ηT and w(T, ·) = wT in (0, L).
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Actually, a more complete picture of the control results obtained in this chapter are
presented in following table.

Controls Properties
h0 h1 h2 g0 g1 g2 Controls State Space Lengths

1 0 0 ? 0 0 ? h2, g2 ∈ L2(0, T ) (η0, w0) ∈ [H−1(0, L)]
2 N

2 0 0 ? 0 0 0 h2 ∈ L2(0, T ) (η0, w0) ∈ [H−1(0, L)]
2 N

3 0 ? 0 0 ? 0 h1, g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ ∅
4 0 0 0 0 ? 0 g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ N ∪R
5 ? 0 0 0 ? 0 h0, g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ N ∪R
6 0 0 ? 0 ? 0 h2, g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ N
7 0 ? 0 0 0 ? h1, g2 ∈ L2(0, T ) (η0, w0) ∈ X ′ N
8 ? ? 0 0 0 0 h0, h1 ∈ L2 (0, T ) (η0, w0) ∈ X ′ N
9 0 ? ? 0 0 0 h1, h2 ∈ L2 (0, T ) (η0, w0) ∈ X ′ ∅
10 0 0 ? ? 0 0 h2, g0 ∈ L2 (0, T ) (η0, w0) ∈ X ′ N

Table1. Controllability results for the linear system

To prove our control results, we use the classical duality approach based upon the
Hilbert Uniqueness Method (H.U.M.) due to J.-L. Lions [42], which reduces our control
properties to some observability inequalities for the adjoint systems. Next, to establish
the observability inequalities, we use the compactness-uniqueness argument due to E.
Zuazua (see the appendix in [42]) and some multipliers to reduce the problem to a
spectral problem. The spectral problem is finally solved by using a method introduced
in [62] and based on Fourier analysis and complex analysis.

Boussinesq system is more convenient than KdV as a model for the propagation
of water waves, as it is adapted to the wave propagation in the two directions, and
it is still valid after bounces of waves at the boundary. The initial value problem for
Boussinesq system is less developed than for KdV, probably because of the complexity
of the system. Nevertheless, it is striking that the control properties of Boussinesq
system are better understood than for KdV: indeed, the critical lengths for Boussinesq
system are explicitly given for any set of boundary controls, which is not the case for
KdV (e.g. the critical lengths are not explicitly known with a Dirichlet control at the
right point x = L, see [33]). This is probably due to the fact that x = 0 and x = L
(resp. w and η) play a symmetric role for the linearized Boussinesq system. The price
to be paid is the lack of the Kato smoothing effect in general, which makes the extension
of the control results to the nonlinear Boussinesq system delicate.

In what concerns the nonlinear problem, due to technical difficulties that come from
the lack of regularity of solutions, special boundary conditions are used. The issue of the
controllability of the nonlinear system (1.0.31) with the boundary conditions (1.0.32)
will be investigated elsewhere.

Thus, we consider the system{
ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L),
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L).

(1.0.39)
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satisfying either the boundary conditions η(t, 0) = η(t, L) = ηx(t, 0) = 0 in (0, T ),
w(t, 0) = w(t, L) = 0 in (0, T ),
wx(t, L) + α1ηx(t, L) = g2(t) in (0, T ),

(1.0.40)

or the boundary conditions
η(t, L) = ηx(t, 0) = 0 in (0, T ),
w(t, 0) = w(t, L) = 0 in (0, T ),
α2η(t, 0) + α3ηx(t, L) + wxx(t, 0) = h0(t) in (0, T ),
wx(t, L)− α3(η(t, 0)− ηx(t, L)) = g2(t) in (0, T ),

(1.0.41)

where αi are positive constant for i = 1, 2, 3, and the initial conditions

η(0, x) = η0(x), w(0, x) = w0(x) in (0, L). (1.0.42)

With (1.0.40) or (1.0.41), a global Kato smoothing effect similar to those for KdV
can be derived. As a consequence, a result similar to Theorem 1.7 can be established for
the system above. More precisely, the following results concerning the well-posedness
and the exact controllability of the above systems will be established:

Theorem 1.8. Let X0 = (L2(0, L))2, T > 0 and L ∈ (0,+∞)\N , where N is defined by
(1.0.35). Then, there exists a constant δ > 0 such that for any initial data (η0, w0) ∈ X0

and and final data (ηT , wT ) ∈ X0 satisfying

‖(η0, w0)‖X0
≤ δ and ‖(ηT , wT )‖X0

≤ δ,

there exists a control g2 ∈ L2(0, T ) such that the solution

(η, w) ∈ C([0, T ] , X0) ∩ L2(0, T ; (H1(0, L))2) ∩H1(0, L; (H−2(0, L))2),

of (1.0.39) with (1.0.42) and the boundary conditions (1.0.40) satisfies η(T, ·) = ηT and
w(T, ·) = wT in (0, L).

Theorem 1.9. Let T > 0 and L ∈ (0,+∞)\N . Then, there exists a constant δ > 0
such that for any initial data (η0, w0) ∈ X0 and and final data (ηT , wT ) ∈ X0 satisfying∥∥(η0, w0)

∥∥
X0
≤ δ and

∥∥(η1, w1)
∥∥
X0
≤ δ,

there exist two controls (h0, g2) ∈ (L2(0, T ))2 such that the solution

(η, w) ∈ C([0, T ] , X0) ∩ L2(0, T ; (H1(0, L))2) ∩H1(0, L; (H−2(0, L))2),

of (1.0.39) with (1.0.42) and the boundary condition (1.0.41) satisfies η(T, ·) = ηT and
w(T, ·) = wT in (0, L).

The second part of the work is devoted to the study of the exponential decay of E(t)
when g2 = h2 = 0. In this case, the energy associated with (1.0.39) with boundary
conditions (1.0.40) (resp. (1.0.41)) satisfies

d

dt
E = −α1 |ηx(t, L)|2 −

∫ L

0

(ηw)xηdx
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(resp.
d

dt
E = −α2 |η(t, 0)|2 − α3 |ηx(t, L)|2 −

∫ L

0

(ηw)xηdx).

Thus, as in [58], we obtain the following result:

Theorem 1.10. Assume that α1, α2, α3 > 0 and L ∈ (0,+∞)\N . Then, there exist
some numbers ρ > 0, C > 0 and µ > 0 such that for any (η0, w0) ∈ (L2(I))2 with

‖(η0, w0)‖(L2(I))2 ≤ ρ,

the system (1.0.39) with boundary conditions (1.0.40) (or (1.0.41)) and initial condition
(1.0.42) admits a unique solution

(η, w) ∈ C(R+; (L2(I))2) ∩ C(R+∗; (H1(I))2) ∩ L2((0, 1); (H1(I))2),

which fulfills
‖(η, w)(t)‖(L2(I))2 ≤ Ce−µt ‖(η0, w0)‖(L2(I))2 , ∀t ≥ 0,

‖(η, w)(t)‖(H1(I))2 ≤ C
e−µt√
t
‖(η0, w0)‖(L2(I))2 , ∀t > 0.

In summary, this thesis consists of four chapters from the introduction divided as
follows: The first chapter deals with results submitted and concentrated in [13], in
collaboration with prof. Vilmos Komornik and Prof. Ademir F. Pazoto, finalized in a
visit to the University of Strasbourg in November 2012. The second and third chapters
are concentrated in the work [14] and [15] in process of submission in collaboration with
Prof. Lionel Rosier and Prof. Ademir Pazoto, finalized during a sandwich doctor at
the University of Lorraine - Nancy. Finally, the fourth chapter deals with conclusions
on the studied systems and future open problems to start a search for good level in
dispersive equations governed by partial differential equations.



Chapter 2

Stabilization of the Gear–Grimshaw
system on a periodic domain

2.1 Introduction

The goal of this chapter is to investigate the decay properties of the initial-value problem

u′ + uux + uxxx + a3vxxx + a1vvx + a2(uv)x + k(u− [u]) = 0,

b1v
′ + rvx + vvx + vxxx + b2a3uxxx + b2a2uux

+b2a1(uv)x + k(v − [v]) = 0,

u(0, x) = φ(x),

v(0, x) = ψ(x)

(2.1.1)

with periodic boundary conditions. In (2.1.1), r, a1, a2, a3, b1, b2, k are given real con-
stants with b1, b2, k > 0, u(t, x), v(t, x) are real-valued functions of the time and space
variables t ≥ 0 and 0 ≤ x ≤ 1, the subscript x and the prime indicate the partial
differentiation with respect to x and t, respectively, and [f ] denotes the mean value of
f defined by

[f ] :=

∫ 1

0

f(x) dx.

When k = 0, system was proposed by Gear and Grimshaw [31] as a model to describe
strong interactions of two long internal gravity waves in a stratified fluid, where the
two waves are assumed to correspond to different modes of the linearized equations of
motion. It has the structure of a pair of KdV equations with both linear and nonlinear
coupling terms and has been object of intensive research in recent years. In what
concerns the stabilization problems, most of the works have been focused on a bounded
interval with a localized internal damping (see, for instance, [55] and the references
therein). In particular, we also refer to [8] for an extensive discussion on the physical
relevance of the system and to [23, 24, 25, 26, 27] for the results used in this chapter.

We can (formally) check that the total energy

E =
1

2

∫ 1

0

b2u
2 + b1v

2 dx
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associated with the model satisfies the inequality

E ′ = −k
∫ 1

0

b2(u− [u])2 + (v − [v])2 dx ≤ 0

in (0,∞), so that the energy in nonincreasing. Therefore, the following basic questions
arise: are the solutions asymptotically stable for t sufficiently large? And if yes, is it
possible to find a rate of decay? The aim of this chapter is to answer these questions.

More precisely, we prove that for any fixed integer s ≥ 3, the solutions are exponen-
tially stable in the Sobolev spaces

Hs
p(0, 1) := {u ∈ Hs(0, 1) : ∂nxu(0) = ∂nxu(1), n = 0, . . . , s}

with periodic boundary conditions. This extends an earlier theorem of Dávila in [26]
for s ≤ 2.

Before stating the stabilization result mentioned above, we first need to ensure the
well posedness of the system. This was addressed by Dávila in [23] (see also [24]) under
the following conditions on the coefficients:

a2
3b2 < 1 and r = 0

b2a1a3 − b1a3 + b1a2 − a2 = 0
b1a1 − a1 − b1a2a3 + a3 = 0
b1a

2
2 + b2a

2
1 − b1a1 − a2 = 0.

(2.1.2)

Indeed, under conditions (2.1.2), Dávila and Chaves [27] derived some conservation
laws for the solutions of (2.1.1). Combined with an approach introduced in [9, 73],
these conservation laws allow them to establish the global well-posedness in Hs

p(0, 1),
for any s ≥ 0. Moreover, the authors also give a simpler derivation of the conservation
laws discovered by Gear and Grimshaw, and Bona et al [8]. We also observe that these
conservation properties were obtained employing the techniques developed in [52] for
the single KdV equation; see also [51].

The well-posedness result reads as follows:

Theorem 2.1. Assume that condition (2.1.2) holds. If φ, ψ ∈ Hs
p(0, 1) for some integer

s ≥ 3, then the system (2.1.1) has a unique solution satisfying

u, v ∈ C([0,∞);Hs
p(0, 1)) ∩ C1([0,∞);Hs−3

p (0, 1)).

Moreover, the map (φ, ψ) 7→ (u, v) is continuous from
(
Hs
p(0, 1)

)2
into(

C([0,∞);Hs
p(0, 1)) ∩ C1([0,∞);Hs−3

p (0, 1))
)2
.

For k = 0, the analogous theorem on the whole real line −∞ < x < ∞ was proved
Bona et al. [8], for all s ≥ 1.

With the global well-posedness result in hand, we can focus on the stabilization
problem. For simplicity of notation we consider only the case

b1 = b2 = 1. (2.1.3)
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Then the conditions (2.1.2) take the simplified form

r = 0, a2
1 + a2

2 = a1 + a2, |a3| < 1, and (a1 − 1)a3 = (a2 − 1)a3 = 0. (2.1.4)

Hence either a3 = 0 and a2
1 + a2

2 = a1 + a2, or 0 < |a3| < 1 and a1 = a2 = 1.
We prove the following theorem:

Theorem 2.2. Assume (2.1.3) and (2.1.4). If φ, ψ ∈ Hs
p(0, 1) for some integer s ≥ 3,

then the solution of (2.1.1) satisfies the estimate

‖u(t)− [u(t)]‖Hs
p(0,1) + ‖v(t)− [v(t)]‖Hs

p(0,1) = o
(
e−k

′t
)
, t→∞

for each k′ < k.

An analogous theorem was proved in [38] for the usual KdV equation by using the
infinite family of conservation laws for this equation. Such conservations lead to the
construction of a suitable Lyapunov function that gives the exponential decay of the
solutions. Here, we follow the same approach making use of the results established
by Dávila and Chavez [27]. They proved that under the assumptions (2.1.2) system
(2.1.1) also has an infinite family of conservation laws, and they conjectured the above
theorem for this case.

In order to obtain the result, we prove a number of identities and estimates for the
solutions of (2.1.1). In view of Theorem 2.1 it suffices to establish these estimates for
smooth solutions, i.e., to solutions corresponding to C∞ initial data φ, ψ with periodic
boundary conditions. For such solutions all formal manipulations in the sequel will be
justified.

Finally, we also observe that a similar result was obtained in [40] for the scalar
KdV equation on a periodic domain. The authors study the model from a control
point of view with a forcing term f supported in a given open set of the domain. It
is shown that the system is globally exactly controllable and globally exponentially
stable. The stabilization is established with the aid of certain properties of propagation
of compactness and regularity in Bourgain spaces for the solutions of the corresponding
linear system. We also refer to [40] for a quite complete review on the subject.

The chapter is organized as follows. In Section 4.2 introduce the basic notations and
we prove some technical lemmas. Sections 4.3 to 4.6 are devoted to the proof of the
exponential decay in Hs

p , for s = 0, 1, 2 and s ≥ 3, respectively.

2.2 Some technical lemmas

In the sequel all integrals are taken over the interval (0, 1) so we omit the integration
limits.

As explained in the introduction, all integrations by parts will be done for smooth
periodic functions. Therefore, we will regularly use the simplified formulas∫

fxg dx = −
∫
fgx dx and

∫
fnfx dx = 0 (n = 0, 1, . . .)
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without further explanation, and we will also use the simplified notation

fn :=
dnf

dxn
, n = 1, 2, . . .

As an example of the application of these rules we show that the mean-values of of the
solutions are conserved:

Lemma 2.1. The mean-values [u] and [v] of the solutions of (2.1.1) do not depend on
t.

Proof. We have

[u]′ = −
∫
uux + uxxx + a3vxxx + a1vvx + a2(uv)x + k(u− [u]) dx

= −
∫ (

u2

2
+ uxx + a3vxx + a1

v2

2
+ a2uv

)
x

+ k(u− [u]) dx

= −k
∫

(u− [u]) dx

= 0

and

[v]′ = −
∫
vvx + vxxx + a3uxxx + a2uux + a1(uv)x + k(v − [v]) dx

= −
∫ (

v2

2
+ vxx + a3uxx + a2

u2

2
+ a1uv

)
x

+ k(v − [v]) dx

= −k
∫

(v − [v]) dx

= 0

by a straightforward computation.

Motivated by this result we set M = [ϕ], N = [ψ] and we rewrite (2.1.1) by changing
u, v, ϕ, ψ to u− [u] = u−M , v − [v] = v −N , ϕ− [ϕ] = ϕ−M and ψ − [ψ] = ψ −N ,
respectively. Under our assumptions r = 0 and b1 = b2 = 1 we obtain the equivalent
system

u′ + (u+M)ux + uxxx + a3vxxx + a1(v +N)vx
+a2((u+M)(v +N))x + ku = 0,

v′ + (v +N)vx + vxxx + a3uxxx + a2(u+M)ux
+a1((u+M)(v +N))x + kv = 0,

u(0, x) = φ(x),

v(0, x) = ψ(x)

(2.2.1)

with periodic boundary conditions, corresponding to initial data φ, ψ with zero mean
values. Theorem 2.2 will thus follow from the following proposition:
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Proposition 2.1. Under the assumptions of Theorem 2.2 the smooth solutions of
(2.2.1) satisfy the identity∫

u(t)2 + v(t)2 dx = e−2kt

∫
φ2 + ψ2 dx, t ≥ 0, (2.2.2)

and the estimates

e2k′t

∫
(∂nxu(t))2 + (∂nxv(t))2 dx→ 0 as t→∞

for all positive integers n and for all k′ < k.

Remark 2.1. For n = 1 the proposition and its proof remain valid under the weaker
assumption that |a3| < 1. We can also add the term rvx to the equation by changing g
to g − rv2 in Lemma 2.6.

Proposition 2.1 is proved by using the Lyapunov method. More precisely, we shall
use the following lemma:

Lemma 2.2. Let f : (0,∞) → R be a nonnegative function, and write h1 ≈ h2 if
h1 − h2 = o(f) as t→∞.

If there exists a function g : (0,∞) → R such that g ≈ 0, f + g is continuously
differentiable, and (f + g)′ ≈ −2kf for some positive number k, then

e2k′tf(t)→ 0 as t→∞
for each k′ < k.

Proof. Fix k′′ > 0 such that k′ < k′′ < k, and then fix ε > 0 such that

1− ε
1 + ε

=
k′′

k
.

Finally, choose a sufficiently large t′ > 0 such that

(1− ε)f(t) ≤ (f + g)(t) ≤ (1 + ε)f(t)

and
2k(1− ε)f(t) ≤ −(f + g)′(t) ≤ 2k(1 + ε)f(t)

for all t ≥ t′. Then for t ≥ t′ we have

−(f + g)′(t) ≥ 2k(1− ε)f(t) ≥ 2k
1− ε
1 + ε

(f + g)(t) = 2k′′(f + g)(t),

whence
d

dt

(
e2k′′t(f + g)(t)

)
≤ 0.

It follows that
e2k′′t(f + g)(t) ≤ e2k′′t′(f + g)(t′)

for all t ≥ t′, and hence

0 ≤ e2k′tf(t) ≤ e2k′′t′(f + g)(t′)

1− ε
e−2(k′′−k′)t

for all t ≥ t′. We conclude by observing that e−2(k′′−k′)t → 0 as t→∞.
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For the proof of the next result, we shall use the Hölder and Poincaré–Wirtinger
inequalities in the following form. The second estimate will be used only for functions
with mean value zero: [u] = 0.

Lemma 2.3. If p, q ∈ [0,∞), then

‖u‖p ≤ ‖u‖q for all u ∈ Lq(0, 1) and 1 ≤ p ≤ q ≤ ∞; (2.2.3)

‖u− [u]‖p ≤ ‖u− [u]‖q for all u ∈ H1(0, 1) and 1 ≤ p, q ≤ ∞. (2.2.4)

We shall frequently use Lemma 2.2 together with the following result:

Lemma 2.4. Let n ≥ 1 and let αm, βm, m = 0, . . . , n be nonnegative integers satisfying
the two conditions

2(αn + βn) + αn−1 + βn−1 ≤ 4

and

d :=
n∑

m=0

(αm + βm) ≥ 2.

Then ∣∣∣∣∣
∫ n∏

m=0

uαmm vβmm dx

∣∣∣∣∣ ≤
(∫

u2
n + v2

n dx

)(∫
u2
n−1 + v2

n−1 dx

) d−2
2

.

If, moreover, d ≥ 3 and ∫
u2
n−1 + v2

n−1 dx→ 0,

then it follows that ∫ n∏
m=0

uαmm vβmm dx = o

(∫
u2
n + v2

n dx

)
as t→∞.

Proof. Setting

zm :=
√
u2
m + v2

m and γm := αm + βm, m = 0, . . . , n

we have ∣∣∣∣∣
∫ n∏

m=0

uαmm vβmm dx

∣∣∣∣∣ ≤
∫ n∏

m=0

zγmm dx.

We are going to majorize the right side by using the Hölder and Poincaré–Wirtinger
inequalities (2.2.3)–(2.2.4). We distinguish five cases according to the value of γn+γn−1:
since 2γn + γn−1 ≤ 4 by our assumption, γn + γn−1 ≤ 4.

If γn + γn−1 = 0, then we have∣∣∣∣∣
∫ n∏

m=0

zγmm dx

∣∣∣∣∣ ≤
n−2∏
m=0

‖zm‖γm∞ ≤ ‖zn‖
2
2 ‖zn−1‖d−2

2 .
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If γn + γn−1 = 1, then∣∣∣∣∣
∫ n∏

m=0

zγmm dx

∣∣∣∣∣ ≤ ‖zn‖1

n−2∏
m=0

‖zm‖γm∞ ≤ ‖zn‖
2
2 ‖zn−1‖d−2

2 .

If γn + γn−1 = 2, then∣∣∣∣∣
∫ n∏

m=0

zγmm dx

∣∣∣∣∣ ≤ ‖zn‖2
2

n−2∏
m=0

‖zm‖γm∞ ≤ ‖zn‖
2
2 ‖zn−1‖d−2

2 .

If γn + γn−1 = 3, then we have necessarily γn = 1 and γn−1 = 2, so that∣∣∣∣∣
∫ n∏

m=0

zγmm dx

∣∣∣∣∣ ≤ ‖zn‖2 ‖zn−1‖∞ ‖zn−1‖2

n−2∏
m=0

‖zm‖γm∞ ≤ ‖zn‖
2
2 ‖zn−1‖d−2

2 .

Finally, if γn + γn−1 = 4, then we have necessarily γn = 0 and γn−1 = 4, so that∣∣∣∣∣
∫ n∏

m=0

zγmm dx

∣∣∣∣∣ ≤ ‖zn−1‖2
∞ ‖zn−1‖2

2

n−2∏
m=0

‖zm‖γm∞ ≤ ‖zn‖
2
2 ‖zn−1‖d−2

2 .

2.3 Proof of Proposition 2.1 for n = 0

Our proof is based on the following identity:

Lemma 2.5. The solutions of (2.2.1) satisfy the following identity for all n = 0, 1, . . . :(∫
u2
n + v2

n dx

)′
= −2k

∫
u2
n + v2

n dx (2.3.1)

− 2

∫
un(u1u)n + vn(v1v)n dx

− 2a1

∫
un(vv1)n + vn(uv)n+1 dx

− 2a2

∫
vn(uu1)n + un(uv)n+1 dx.

Proof. We have(∫
u2
n + v2

n dx

)′
=

∫
2unu

′
n + 2vnv

′
n dx

=

∫
−2un((u+M)u1 + u3 + a3v3 + a1(v +N)v1

+ a2((u+M)(v +N))1 + ku)n dx

+

∫
−2vn((v +N)v1 + v3 + a3u3 + a2(u+M)u1

+ a1((u+M)(v +N))1 + kv)n dx.
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This yields the stated identity because∫
−2unun+3 − 2vnvn+3 dx =

∫
2un+1un+2 + 2vn+1vn+2 dx

=

∫
(u2

n+1)1 + (v2
n+1)1 dx = 0,

a3

∫
−2unvn+3 − 2vnun+3 dx = a3

∫
−2unvn+3 + 2vn+3un dx = 0,

− 2M

∫
unun+1 + a2unvn+1 + a2vnun+1 + a1vnvn+1 dx

= −M
∫ (

u2
n + 2a2unvn + a1v

2
n

)
1
dx = 0,

− 2N

∫
a1unvn+1 + a2unun+1 + vnvn+1 + a1vnun+1 dx

= −N
∫ (

2a1unvn + a2u
2
n + v2

n

)
1
dx = 0

and (MN)1 = 0.

Proof of the proposition for n = 0. In this case the last three integrals of the identity
(2.3.1) vanish because∫

uu1u+ vv1v dx =
1

3

∫
(u3 + v3)1 dx = 0,∫

uvv1 + v(uv)1 dx =

∫
(uvv)1 dx = 0

and ∫
vuu1 + u(uv)1 dx =

∫
(vuu)1 dx = 0.

Proceeding by induction on n, let n ≥ 1 and assume that the estimates∫
u2
m + v2

m dx = o
(
e−2k′t

)
as t→∞ (2.3.2)

hold for all integers m = 0, . . . , n− 1 and for all k′ < k. For n = 1 this follows from the
stronger identity (2.2.2).



30

2.4 Proof of Proposition 2.1 for n = 1

For the proof of the case n = 1 we shall use an identity suggested by a conservation
law discovered by Bona et al. [8].

Lemma 2.6. Setting

f :=

∫
u2

1 + v2
1 + 2a3u1v1 dx

and

g := −1

3

∫
(u3 + v3) + 3(a1uv

2 + a2u
2v) dx,

we have the following identity:

(f + g)′ = −2kf − 3kg. (2.4.1)

Proof. The equality (2.4.1) will follow by combining the following four identities:

(∫
u2

1 + v2
1 dx

)′
= −2k

∫
u2

1 + v2
1 dx (2.4.2)

−
∫
u3

1 + v3
1 dx

− 3a1

∫
u1v

2
1 dx

− 3a2

∫
u2

1v1 dx;

(∫
u1v1 dx

)′
= −2k

∫
u1v1 dx+

∫
uu1v2 + vv1u2 dx (2.4.3)

− a1

2

∫
2v2u1u+ 3v1u

2
1 + v3

1 dx

− a2

2

∫
2u2v1v + 3u1v

2
1 + u3

1 dx;

(∫
u3 + v3 dx

)′
= −3k

∫
u3 + v3 dx− 3

∫
u3

1 + v3
1 dx (2.4.4)

− a1

∫
3u2vv1 + 2v3u1 dx

− a2

∫
3v2uu1 + 2u3v1 dx.

+ 6a3

∫
uu1v2 + vv1u2 dx;
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(∫
a1uv

2 + a2u
2v dx

)′
= −3k

∫
a1uv

2 + a2u
2v dx (2.4.5)

+ a1

∫
2

3
v3u1 + u2vv1 − 3v2

1u1 dx

+ a2

∫
2

3
u3v1 + v2uu1 − 3u2

1v1 dx

− a1a3

∫
2v2u1u+ 3v1u

2
1 + v3

1 dx

− a2a3

∫
2u2v1v + 3u1v

2
1 + u3

1 dx.

Proof of (2.4.2). We transform the identity (2.3.1) for n = 1 as follows. We have∫
u1(u1u)1 + v1(v1v)1 dx =

∫
u2u1u+ u3

1 + v2v1v + v3
1 dx

=

∫
u3

1 + v3
1 +

1

2
(u2

1)1u+
1

2
(v2

1)1v dx

=
1

2

∫
u3

1 + v3
1 dx,

∫
u1(vv1)1 + v1(uv)2 dx =

∫
u1v

2
1 + u1vv2 − v2(uv)1 dx

=

∫
u1v

2
1 − v2uv1 dx

=

∫
u1v

2
1 −

1

2
u(v2

1)1 dx

=
3

2

∫
u1v

2
1 dx,

and by symmetry ∫
v1(uu1)1 + u1(uv)2 dx =

3

2

∫
u2

1v1 dx.

Using them (2.3.1) implies (2.4.2).
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Proof of (2.4.3). We have(∫
u1v1 dx

)′
=

∫
u′1v1 + u1v

′
1 dx

=

∫
−(uu1 + u3 + a3v3 + a1vv1 + a2(uv)1 + ku)1v1 dx

+

∫
−u1(vv1 + v3 + a3u3 + a2uu1 + a1(uv)1 + kv)1 dx

= −2k

∫
u1v1 dx+

∫
(uu1 + u3)v2 + (vv1 + v3)u2 dx

− a1

∫
(vv1)1v1 + u1(uv)2 dx

− a2

∫
(uv)2v1 + u1(uu1)1 dx

− a3

∫
v4v1 + u4u1 dx

= −2k

∫
u1v1 dx+

∫
uu1v2 + vv1u2 dx

+ a1

∫
vv1v2 + u2(uv)1 dx

+ a2

∫
(uv)1v2 + u2uu1 dx

because ∫
u3v2 + v3u2 dx =

∫
u3v2 − v2u3 dx = 0

and ∫
v4v1 + u4u1 dx = −

∫
v3v2 + u3u2 dx = −1

2

∫
(v2

2 + u2
2)1 dx = 0.

Since ∫
vv1v2 + u2(uv)1 dx =

∫
1

2
v(v2

1)1 +
1

2
(u2

1)1v + u2uv1 dx

=

∫
−1

2
v3

1 −
1

2
u2

1v1 − u2
1v1 − u1uv2 dx

= −1

2

∫
2v2u1u+ 3v1u

2
1 + v3

1 dx

and by symmetry∫
uu1u2 + v2(uv)1 dx = −1

2

∫
2u2v1v + 3u1v

2
1 + u3

1 dx,

(2.4.3) follows from the previous identity.
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Proof of (2.4.4). We have(∫
u3 dx

)′
=

∫
3u2u′ dx

=

∫
−3u2(uu1 + u3 + a3v3 + a1vv1 + a2(uv)1 + ku) dx

=

∫
−3

4

(
u4
)

1
+ 3u

(
u2

1

)
1
− 3ku3 dx− 3a3

∫
u2v3 dx

− 3a1

∫
u2vv1 dx− 3a2

∫
u3v1 +

1

3
(u3)1v dx

= −3

∫
u3

1 + ku3 dx− 3a1

∫
u2vv1 dx− 2a2

∫
u3v1 dx

+ 6a3

∫
uu1v2 dx.

We have an analogous identity for
∫
v3 dx by symmetry; adding the we get (2.4.4).

Proof of (2.4.5). We have(∫
u2v dx

)′
=

∫
u′(2uv) + u2v′ dx

=

∫
−2uv(uu1 + u3 + a3v3 + a1vv1 + a2(uv)1 + ku) dx

+

∫
−u2(vv1 + v3 + a3u3 + a2uu1 + a1(uv)1 + kv) dx

=

∫
−2u2u1v + 2u2(uv)1 − u2vv1 + 2v2uu1 dx− 3k

∫
u2v dx

− a1

∫
2uvvv1 + u2(uv)1 dx

− a2

∫
2uv(uv)1 + u3u1 dx

− a3

∫
2uvv3 + u2u3 dx.

Here ∫
−2u2u1v dx = −2

3

∫
(u3)1v dx =

2

3

∫
u3v1,∫

−u2vv1 dx = −1

2

∫
u2(v2)1 dx =

1

2

∫
(u2)1v

2 dx =

∫
v2uu1 dx,
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∫
2u2(uv)1 + 2v2uu1 dx =

∫
(2u2u1v + 2u2uv1)− (2v1u

2
1 + 2v1uu2) dx

=

∫
(u2

1)1v − 2v1u
2
1 dx

= −3

∫
u2

1v1 dx,∫
2uvvv1 + u2(uv)1 dx =

∫
2

3
u(v3)1 + u3v1 +

1

3
(u3)1v dx =

2

3

∫
u3v1 − v3u1 dx,∫

2uv(uv)1 + u3u1 dx =

∫ (
(uv)2 +

1

4
u4

)
1

dx = 0,

and ∫
2uvv3 + u2u3 dx =

∫
−2(u1v + uv1)v2 − 2uu1u2 dx

=

∫
2(u2v + u1v1)v1 − u(v2

1)1 − u(u2
1)1 dx

=

∫
2(u2v + u1v1)v1 + u1v

2
1 + u3

1 dx

=

∫
2u2v1v + 3u1v

2
1 + u3

1 dx,

so that(∫
u2v dx

)′
=

∫
2

3
u3v1 + v2uu1 − 3u2

1v1 dx− 3k

∫
u2v dx

− 2

3
a1

∫
u3v1 − v3u1 dx− a3

∫
2u2v1v + 3u1v

2
1 + u3

1 dx.

By symmetry, we also have(∫
v2u dx

)′
=

∫
2

3
v3u1 + u2vv1 − 3v2

1u1 dx− 3k

∫
v2u dx

− 2

3
a2

∫
v3u1 − u3v1 dx− a3

∫
2v2u1u+ 3v1u

2
1 + v3

1 dx.

Combining the last two identities (2.4.5) follows (some terms annihilate each other).

Proof of the proposition for n = 1. It suffices to show that the functions f and g of
Lemma 2.6 satisfy the conditions of Lemma 2.2. Since |a3| < 1, we have f ≥ 0. The
other conditions follow from the already proven case n = 0 and from the second part
of Lemma 2.4. We conclude by applying the lemma and then by observing that∫

u2
1 + v2

1 dx ≤
1

1− |a3|

∫
u2

1 + v2
1 + 2a3u1v1 dx.
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2.5 Proof of Proposition 2.1 for n = 2

Lemma 2.7. Setting

f :=

∫
u2

2 + v2
2 + 2a3u2v2 dx,

g := −5

3

∫
(u2

1u+ v2
1v) + a1(2u1v1v + v2

1u) + a2(2u1v1u+ u2
1v) dx

and

h :=
2

3
a3

∫
(1− a1)(2u3v2u+ u2v2u1) + (1− a2)(2v3u2v + u2v2v1) dx,

we have
(f + g)′ ≈ −2kf + h. (2.5.1)

Proof. The relationship (2.5.1) will follow by combining the following relations:

(∫
u2

2 + v2
2 dx

)′
= −2k

∫
u2

2 + v2
2 dx (2.5.2)

− 5

∫
u2

2u1 + v2
2v1 dx

− 5a1

∫
2u2v2v1 + v2

2u1 dx

− 5a2

∫
2u2v2u1 + u2

2v1 dx;

(∫
u2v2 dx

)′
= −2k

∫
u2v2 dx (2.5.3)

−
∫
u3v2u+ v3u2v + 3u2v2(u1 + v1) dx

− a1

∫
5

2
(u2

2 + v2
2)v1 + 2u2v2u1 − u3v2u dx

− a2

∫
5

2
(u2

2 + v2
2)u1 + 2u2v2v1 − v3u2v dx;

(∫
u2

1u+ v2
1v dx

)′
≈ −3

∫
u2

2u1 + v2
2v1 dx (2.5.4)

− 2a3

∫
u3v2u+ v3u2v + 2u2v2(u1 + v1) dx;
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(∫
2u1v1v + v2

1u dx

)′
≈ −3

∫
2u2v2v1 + v2

2u1 dx (2.5.5)

+ a3

∫
−3(u2

2 + v2
2)v1 + 2u3v2u− 2u2v2u1 dx;

(∫
2u1v1u+ u2

1v dx

)′
≈ −3

∫
2u2v2u1 + u2

2v1 dx (2.5.6)

+ a3

∫
−3(u2

2 + v2
2)u1 + 2v3u2v − 2u2v2v1 dx.

Proof of (2.5.2). We transform the last three integrals of the identity (2.3.1) in the
following way:

−2

∫
u2(u1u)2 + v2(v1v)2 dx = −2

∫
3u2

2u1 + u2u3u+ 3v2
2v1 + v2v3v dx

= −2

∫
3u2

2u1 +
1

2
(u2

2)1u+ 3v2
2v1 +

1

2
(v2

2)1v dx

= −5

∫
u2

2u1 + v2
2v1 dx,

−2a1

∫
u2(vv1)2 + v2(uv)3 dx = −2a1

∫
3u2v1v2 + u2vv3 − v3(uv)2 dx

= −2a1

∫
3u2v1v2 − 2v3u1v1 − v3uv2 dx

= −2a1

∫
3u2v1v2 + 2v2(u1v1)1 −

1

2
u(v2

2)1 dx

= −2a1

∫
5u2v1v2 +

5

2
u1v

2
2 dx

= −5a1

∫
2u2v2v1 + v2

2u1 dx,

and by symmetry

−2a2

∫
v2(uu1)2 + u2(uv)3 dx = −5a2

∫
2u2v2u1 + u2

2v1 dx.

Combining these identities with (2.3.1) we obtain (2.5.2).

Proof of (2.5.3). We have
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(∫
u2v2 dx

)′
=

∫
u′2v2 + u2v

′
2 dx

= −
∫

(u1u+ u3 + ku+ a3v3 + a1v1v + a2(uv)1)2v2 dx

−
∫
u2(v1v + v3 + kv + a3u3 + a2u1u+ a1(uv)1)2 dx

= −2k

∫
u2v2 dx

− a3

∫
v5v2 + u2u5 dx−

∫
u5v2 + u2v5 dx

−
∫

(uu1)2v2 + u2(vv1)2 dx

− a1

∫
(vv1)2v2 + u2(uv)3 dx

− a2

∫
(uv)3v2 + u2(uu1)2 dx.

Here ∫
v5v2 + u2u5 dx = −

∫
v4v3 + u3u4 dx = −1

2

∫
(v2

3 + u2
3)1 dx = 0,∫

u5v2 + u2v5 dx =

∫
u5v2 − u5v2 dx = 0,

∫
(uu1)2v2 + u2(vv1)2 dx

=

∫
3u1u2v2 + uv2u3 + vu2v3 + 3v1v2u2 dx,

∫
(vv1)2v2 + u2(uv)3 dx

=

∫
3v2

2v1 + v3v2v + u3u2v + 3u2
2v1 + 3u2v2u1 + v3u2u dx

=

∫
3v2

2v1 +
1

2
(v2

2)1v +
1

2
(u2

2)1v + 3u2
2v1 + 3u2v2u1 + v3u2u dx

=

∫
5

2
(u2

2 + v2
2)v1 + 3u2v2u1 + v3u2u dx

=

∫
5

2
(u2

2 + v2
2)v1 + 3u2v2u1 − v2u3u− v2u2u1 dx

=

∫
5

2
(u2

2 + v2
2)v1 + 2u2v2u1 − u3v2u dx.
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By symmetry, we also have∫
(uu1)2u2 + v2(uv)3 dx =

∫
5

2
(u2

2 + v2
2)u1 + 2u2v2v1 − v3u2v dx.

This proves (2.5.3).

Henceforth in all computations we integrate by parts and we apply Lemma 2.4 several
times.

Proof of (2.5.4). We have(∫
u2

1u dx

)′
=

∫
2u1u

′
1u+ u2

1u
′ dx

=

∫
−u′(2u2u+ u2

1) dx

=

∫
(2u2u+ u2

1)(u1u+ u3 + ku+ a1v1v + a2(uv)1 + a3v3) dx

= k

∫
2u2u

2 + u2
1u dx

+

∫
u1u(2u2u+ u2

1) dx

+

∫
u3(2u2u+ u2

1) dx

+ a1

∫
v1v(2u2u+ u2

1) dx

+ a2

∫
(uv)1(2u2u+ u2

1) dx

+ a3

∫
v3(2u2u+ u2

1) dx.

Here all integrals are equivalent to zero by Lemma 2.4, except those containing u3 or
v3. Since∫

u3(2u2u+ u2
1) dx =

∫
(u2

2)1u+ u3u
2
1 dx = −

∫
u2

2u1 + 2u2
2u1 dx = −3

∫
u2

2u1 dx

and ∫
v3(2u2u+ u2

1) dx = 2

∫
v3u2u− v2u2u1 dx

= 2

∫
−v2u3u− v2u2u1 − v2u2u1 dx

= −2

∫
u3v2u+ 2u2v2u1 dx,

we conclude that(∫
u2

1u dx

)′
≈ −3

∫
u2

2u1 dx− 2a3

∫
u3v2u+ 2u2v2u1 dx.
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Adding this to the analogous relationship for
∫
v2

1v dx we get (2.5.4).

Proof of (2.5.5) and (2.5.6). We have(∫
u1v1v dx

)′
=

∫
u′1v1v + u1v

′
1v + u1v1v

′ dx

=

∫
−u′(v2v + v2

1)− v′u2v dx

=

∫
(v2v + v2

1)(u1u+ u3 + ku+ a1v1v + a2(uv)1 + a3v3) dx

+

∫
u2v(v1v + v3 + kv + a2u1u+ a1(uv)1 + a3u3) dx

≈
∫
v2vu3 + v2

1u3 + u2vv3 dx+ a3

∫
(v2v + v2

1)v3 + u2vu3 dx

=

∫
(u2v2)1v − u2(v2

1)1 dx+ a3

∫
(v2v + v2

1)v3 + u2vu3 dx

= −3

∫
u2v2v1 dx+ a3

∫
(v2v + v2

1)v3 + u2vu3 dx.

Since ∫
(v2v + v2

1)v3 + u2vu3 dx =

∫
1

2
(v2

2)1v − 2v2
2v1 +

1

2
v(u2

2)1 dx

=

∫
−1

2
v2

2v1 − 2v2
2v1 −

1

2
u2

2v1 dx

=

∫
−5

2
v2

2v1 −
1

2
u2

2v1 dx,

it follows that(∫
2u1v1v dx

)′
≈ −6

∫
u2v2v1 dx− a3

∫
(5v2

2 + u2
2)v1 dx,

and then by symmetry(∫
2u1v1u dx

)′
≈ −6

∫
u2v2u1 dx− a3

∫
(5u2

2 + v2
2)u1 dx.
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Next we have(∫
u2

1v dx

)′
=

∫
2u1u

′
1v + u2

1v
′ dx

=

∫
−(2u2v + 2u1v1)u′ + u2

1v
′ dx

=

∫
(2u2v + 2u1v1)(u1u+ u3 + ku+ a1v1v + a2(uv)1 + a3v3) dx

+

∫
−u2

1(v1v + v3 + kv + a2u1u+ a1(uv)1 + a3u3) dx

≈
∫

2u3u2v + 2u1v1u3 − u2
1v3 dx

+ a3

∫
(2u2v + 2u1v1)v3 − u2

1u3 dx

=

∫
−u2

2v1 − 2u2(u1v1)1 + 2u1u2v2 dx

+ a3

∫
(2u2v + 2u1v1)v3 − u2

1u3 dx

= −3

∫
u2

2v1 dx+ a3

∫
(2u2v + 2u1v1)v3 − u2

1u3 dx.

Since ∫
(2u2v + 2u1v1)v3 − u2

1u3 dx =

∫
−2v2(u3v + 2u2v1 + u1v2) + 2u2

2u1 dx

=

∫
−2u3v2v − 4u2v2v1 − 2v2

2u1 + 2u2
2u1 dx

= 2

∫
v3u2v − u2v2v1 + (u2

2 − v2
2)u1 dx,

it follows that(∫
u2

1v dx

)′
= −3

∫
u2

2v1 dx+ 2a3

∫
v3u2v − u2v2v1 + (u2

2 − v2
2)u1 dx,

and then by symmetry(∫
v2

1u dx

)′
= −3

∫
v2

2u1 dx+ 2a3

∫
u3v2u− u2v2u1 + (v2

2 − u2
2)v1 dx.

Combining the four relations we get (2.5.5) and (2.5.6).

Proof of the proposition for n = 2. We consider the functions f, g, h of Lemma 2.7. If
a3 = 0 or if a1 = a2 = 1, then h = 0. If |a3| < 1, then∫

u2
n + v2

n dx ≤
1

1− |a3|

∫
u2
n + v2

n + 2a3unvn dx.

Since by Lemma 2.4 and the induction hypothesis f and g satisfy the assumptions of
Lemma 2.2, we may conclude as in case n = 1 above.
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2.6 Proof of the proposition for n ≥ 3

We proceed by induction on n, so we assume that the proposition holds for smaller
values of n.

By Lemma 2.5 we have(∫
u2
n + v2

n dx

)′
= −2k

∫
u2
n + v2

n dx (2.6.1)

− 2

∫
un(u1u)n + vn(v1v)n dx

− 2a1

∫
un(vv1)n + vn(uv)n+1 dx

− 2a2

∫
vn(uu1)n + un(uv)n+1 dx.

If we differentiate the products in the last three integrals by using Leibniz’s rule and
the binomial formula, we obtain a sum of three-term products. Using the inequality
n ≥ 3, it follows from Lemma 2.4 that all terms are equivalent to zero, except those
containing the factor un+1 or vn+1.

Indeed, the orders of differentiation of the three factors are n, j and n + 1 − j
with 1 ≤ j ≤ n. Since the sum 2n + 1 of the differentiations satisfies the inequality
2n+ 1 < 2n+ (n− 1), we have

2(αn + βn) + (αn1 + βn−1) ≤ 4,

and Lemma 2.4 applies.
Using again that 1 ≤ n− 2, it follows that∫

un(u1u)n + vn(v1v)n dx ≈
∫
unun+1u+ vnvn+1v dx

=
1

2

∫
(u2

n)1u+ (v2
n)1v dx

= −1

2

∫
u2
nu1 + v2

nv1 dx

≈ 0,

∫
un(vv1)n + vn(uv)n+1 dx ≈

∫
unvvn+1 + vnun+1v + vnuvn+1 dx

=

∫
unvvn+1 − un(vnv)1 +

1

2
u(v2

n)1 dx

=

∫
−unvnv1 −

1

2
u1v

2
n dx

≈ 0,
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and by symmetry ∫
vn(uu1)n + un(uv)n+1 dx ≈ 0.

Using these relations we infer from (2.6.1) that(∫
u2
n + v2

n dx

)′
≈ −2k

∫
u2
n + v2

n dx,

and we conclude as usual.



Chapter 3

Internal Controllability for the
Korteweg-de Vries Equation on a
Bounded Domain

3.1 Introduction

The Korteweg–de Vries (KdV) equation can be written

ut + uxxx + ux + uux = 0,

where u = u(t, x) is a real-valued function of two real variables t and x, and ut = ∂u/∂t,
etc. The equation was first derived by Boussinesq [10] and Korteweg-de Vries [39] as a
model for the propagation of water waves along a channel. The equation furnishes also
a very useful approximation model in nonlinear studies whenever one wishes to include
and balance a weak nonlinearity and weak dispersive effects. In particular, the equation
is now commonly accepted as a mathematical model for the unidirectional propagation
of small amplitude long waves in nonlinear dispersive systems.

The KdV equation has been intensively studied from various aspects of mathematics,
including the well-posedness, the existence and stability of solitary waves, the integra-
bility, the long-time behavior, etc. (see e.g. [35, 51]). The practical use of the KdV
equation does not always involve the pure initial value problem. In numerical studies,
one is often interested in using a finite interval (instead of the whole line) with three
boundary conditions.

Here, we shall be concerned with the control properties of KdV, the control acting
through a forcing term f incorporated in the equation:

ut + ux + uxxx + uux = f, t ∈ [0, T ], x ∈ [0, L], + b.c. (3.1.1)

Our main purpose is to see whether one can force the solutions of (3.1.1) to have
certain desired properties by choosing an appropriate control input f . The focus here
is on the controllability issue:
Given an initial state u0 and a terminal state u1 in a certain space, can one find an
appropriate control input f so that the equation (3.1.1) admits a solution u which equals

43
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u0 at time t = 0 and u1 at time t = T?
If one can always find a control input f to guide the system described by (3.1.1)

from any given initial state u0 to any given terminal state u1, then the system (3.1.1)
is said to be exactly controllable. If the system can be driven, by means of a control
f , from any state to the origin (i.e. u1 ≡ 0), then one says that system (3.1.1) is null
controllable.

The study of the controllability and stabilization of the KdV equation started with
the works of Russell and Zhang [72] for a system with periodic boundary conditions
and an internal control. Since then, both the controllability and the stabilization have
been intensively studied. (We refer the reader to [65] for a survey of the results up to
2009.) In particular, the exact boundary controllability of KdV on a finite domain was
investigated in e.g. [16, 17, 20, 32, 33, 62, 64, 85]. Most of those works were concerned
with the following system{

ut + ux + uxxx + uux = 0 in (0, T )× (0, L),
u(t, 0) = g1(t), u(t, L) = g2(t), ux(t, L) = g3(t) in (0, T )

(3.1.2)

in which the boundary data g1, g2, g3 can be chosen as control inputs. System (3.1.2)
was first studied by Rosier [62] considering only the control input g3 (i.e. g1 = g2 = 0).
It was shown in [62] that the exact controllability of the linearized system holds in
L2(0, L) if, and only if, L does not belong to the following countable set of critical
lengths

N :=

{
2π√

3

√
k2 + kl + l2 : k, l ∈ N∗

}
. (3.1.3)

The analysis developed in [62] shows that when the linearized system is controllable,
the same is true for the nonlinear one. Note that the converse is false, as it was proved
in [16, 17, 20] that the (nonlinear) KdV equation is controllable even when L is a
critical length. The existence of a discrete set of critical lengths for which the exact
controllability of the linearized equation fails was also noticed by Glass and Guerrero in
[33] when g2 is taken as control input (i.e. g1 = g3 = 0). Finally, it is worth mentioning
the result by Rosier [64] and Glass and Guerrero [32] for which g1 is taken as control
input (i.e. g2 = g3 = 0). They proved that system (3.1.2) is then null controllable, but
not exactly controllable, because of the strong smoothing effect.

By contrast, the mathematical theory pertaining to the study of the internal control-
lability in a bounded domain is considerably less advanced. As far as we know, the null
controllability problem for system (3.1.1) was only addressed in [32] when the control
acts in a neighborhood of the left endpoint. On the other hand, the exact controllability
results in [40, 72] were obtained on a periodic domain.

The aim of this chapter is to address the controllability issue for the KdV equation
on a bounded domain with a distributed control. Our first main result is a null control-
lability result valid for any localization of the control region. Actually, a controllability
to the trajectories is established:

Theorem 3.1. Let ω = (l1, l2) with 0 < l1 < l2 < L, and let T > 0. For ū0 ∈ L2(0, L),
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let ū ∈ C0([0, T ];L2(0, L)) ∩ L2(0, T ;H1(0, L)) denote the solution of ūt + ūx + ū ūx + ūxxx = 0 in (0, T )× (0, L),
ū(t, 0) = ū(t, L) = ūx(t, L) = 0 in (0, T ),
ū(0, x) = ū0(x) in (0, L).

(3.1.4)

Then there exists δ > 0 such that for any u0 ∈ L2(0, L) satisfying ‖u0 − ū0‖L2(0,L) ≤
δ, there exists f ∈ L2((0, T ) × ω) such that the solution u ∈ C0([0, T ];L2(0, L)) ∩
L2(0, T,H1(0, L)) of ut + ux + uux + uxxx = 1ωf(t, x) in (0, T )× (0, L),

u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L),

(3.1.5)

satisfies u(T, ·) = ū(T, ·) in (0, L).

The null controllability is first established for a linearized system ut + (ξu)x + uxxx = 1ωf in (0, T )× (0, L) ,
u (t, 0) = u (t, L) = ux (t, L) = 0 in (0, T ) ,
u (0, x) = u0 (x) in (0, L) ,

(3.1.6)

by following the classical duality approach (see [28, 42]), which reduces the null control-
lability of (3.1.6) to an observability inequality for the solutions of the adjoint system.
To prove the observability inequality, we derive a new Carleman estimate with an in-
ternal observation in (0, T )× (l1, l2) and use some interpolation arguments inspired by
those in [32], where the authors derived a similar result when the control acts on a
neighborhood on the left endpoint (that is, l1 = 0). The null controllability is extended
to the nonlinear system by applying Kakutani fixed-point theorem.

The second problem we address is related to the exact internal controllability of
system (3.1.1). As far as we know, the same problem was studied only in [40, 72] in a
periodic domain T with a distributed control of the form

f(x, t) = (Gh)(x, t) := g(x)(h(x, t)−
∫
T
g(y)h(y, t)dy),

where g ∈ C∞(T) was such that {g > 0} = ω and
∫
T g(x)dx = 1, and the function h

was considered as a new control input. Here, we shall consider the system ut + ux + uux + uxxx = f in (0, T )× (0, L),
u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L).

(3.1.7)

As the smoothing effect is different from those in a periodic domain, the results in
this chapter turn out to be very different from those in [40, 72]. First, for a controlla-
bility result in L2(0, L), the control f has to be taken in the space L2(0, T,H−1(0, L)).
Actually, with any control f ∈ L2(0, T, L2(0, L)), the solution of (3.1.7) starting from
u0 = 0 at t = 0 would remain in H1

0 (0, L) (see [32]). On the other hand, as for the
boundary control, the localization of the distributed control plays a role in the results.
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When the control acts in a neighborhood of x = L, we obtain the exact controllability
in the weighted Sobolev space L2

1
L−xdx

defined as

L2
1

L−xdx
:= {u ∈ L1

loc(0, L);

∫ L

0

|u(x)|2

L− x
dx <∞}.

More precisely, we shall obtain the following result:

Theorem 3.2. Let T > 0, ω = (l1, l2) = (L − ν, L) where 0 < ν < L. Then, there
exists δ > 0 such that for any u0, u1 ∈ L2

1
L−xdx

with

‖u0‖L2
1

L−xdx
≤ δ and ‖u1‖L2

1
L−xdx

≤ δ,

one can find a control input f ∈ L2(0, T ;H−1(0, L)) with supp(f) ⊂ (0, T ) × ω such
that the solution u ∈ C0([0, L], L2(0, L))∩L2(0, T,H1(0, L)) of (3.1.7) satisfies u(T, .) =
u1 in (0, L) and u ∈ C0([0, T ], L2

1
L−xdx

). Furthermore, f ∈ L2
(T−t)dt(0, T, L

2(0, L)).

Actually, we shall have to investigate the well-posedness of the linearization of (3.1.7)
in the space L2

1
L−xdx

and the well-posedness of the (backward) adjoint system in the

“dual space” L2
(L−x)dx. To do this, we shall follow some ideas borrowed from [34],

where the well-posedness was investigated in the weighted space L2
x

L−xdx
. The needed

observability inequality is obtained by the standard compactness-uniqueness argument
and some unique continuation property. The exact controllability is extended to the
nonlinear system by using the contraction mapping principle.

When the control is acting far from the endpoint x = L, i.e. in some interval
ω = (l1, l2) with 0 < l1 < l2 < L, then there is no chance to control exactly the state
function on (l2, L) (see e.g. [64]). However, it is possible to control the state function
on (0, l1), so that a “regional controllability” can be established:

Theorem 3.3. Let T > 0 and ω = (l1, l2) with 0 < l1 < l2 < L. Pick any number
l′1 ∈ (l1, l2). Then there exists a number δ > 0 such that for any u0, u1 ∈ L2(0, L)
satisfying

||u0||L2(0,L) ≤ δ, ||u1||L2(0,L) ≤ δ,

one can find a control f ∈ L2(0, T,H−1(0, L)) with supp(f) ⊂ (0, T )× ω such that the
solution u ∈ C0([0, T ], L2(0, L)) ∩ L2(0, T,H1(0, L)) of (3.1.7) satisfies

u(T, x) =

{
u1(x) if x ∈ (0, l′1);
0 if x ∈ (l2, L).

(3.1.8)

The proof of Theorem 3.3 combines Theorem 3.1, a boundary controllability result
from [62], and the use of a cutt-off function. Note that the issue whether u may also
be controlled in the interval (l′1, l2) is open.

The chapter is outlined as follows. In Section 2, we review some linear estimates from
[32, 62] that will be used thereafter. Section 3 is devoted to the proof of Theorems 3.1
and 3.3. It contains the proof of a new Carleman estimate for the KdV equation with
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some internal observation (Proposition 3.5). In Section 4 we prove the well-posedness
of KdV in the weighted spaces L2

xdx and L2
1

L−xdx
by using semigroup theory, and derive

Theorem 3.2.

3.2 Linear estimates

We review a series of estimates for the system ut + (ξu)x + uxxx = f(t, x) in (0, T )× (0, L),
u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L)

(3.2.1)

and its adjoint system. Here f = f(t, x) is a function which stands for the control of
the system, and ξ = ξ(t, x) is a given function.

3.2.1 The linearized KdV equation

It was noticed in [62] that the operator A = − ∂3

∂x3
− ∂

∂x
with domain

D(A) =
{
w ∈ H3(0, L); w(0) = w(L) = wx(L) = 0

}
⊆ L2(0, L)

is the infinitesimal generator of a strongly continuous semigroup of contractions in
L2(0, L). More precisely, the following result was established in [62].

Proposition 3.1. Let u0 ∈ L2(0, L), ξ ≡ 1 and f ≡ 0. There exists a unique (mild)
solution u of (3.2.1) with

u ∈ C([0, T ];L2(0, L)) ∩ L2(0, T,H1
0 (0, L)). (3.2.2)

Moreover, there exist positive constants c1 and c2 such that for all u0 ∈ L2(0, L)

‖u‖L2(0,T ;H1(0,L)) + ‖ux(., 0)‖L2(0,T ) ≤ c1 ‖u0‖L2(0,L) , (3.2.3)

‖u0‖2
L2(0,L) ≤

1

T
‖u‖2

L2(0,T ;L2(0,L)) + c2 ‖ux(., 0)‖2
L2(0,T ) .(3.2.4)

If in addition u0 ∈ D(A), then (3.2.1) has a unique (classical) solution u in the class

u ∈ C([0, T ];D(A)) ∩ C1([0, T ];L2(0, L)). (3.2.5)

3.2.2 The modified KdV equation

We introduce a system related to the adjoint system to (3.2.1), namely −vt − ξvx − vxxx = f in (0, T )× (0, L),
v(t, 0) = v(t, L) = vx(t, 0) = 0 in (0, T ),
v(T, x) = 0 in (0, L),

(3.2.6)

for which we review some estimates borrowed from [32].
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3.2.2.1 Energy Estimates

We introduce the following spaces

X0 := L2(0, T ;H−2(0, L)), X1 := L2(0, T ;H2
0 (0, L)),

X̃0 := L1(0, T ;H−1(0, L)), X̃1 := L1(0, T ; (H3 ∩H2
0 )(0, L)),

(3.2.7)

and
Y0 := L2((0, T )× (0, L)) ∩ C0([0, T ] ;H−1(0, L)),
Y1 := L2(0, T ;H4(0, L)) ∩ C0([0, T ] ;H3(0, L)).

(3.2.8)

The spaces X0, X1, X̃0, X̃1, Y0, and Y1 are equipped with their natural norms. For
instance, the spaces Y0 and Y1 are equipped with the norms

‖w‖Y0 := ‖w‖L2((0,T )×(0,L)) + ‖w‖L∞(0,T ;H−1(0,L))

and
‖w‖Y1 := ‖w‖L2(0,T ;H4(0,L)) + ‖w‖L∞(0,T ;H3(0,L)) .

For θ ∈ [0, 1], we define the complex interpolation spaces (see [5] and [44])

Xθ = (X0, X1)[θ], X̃θ = (X̃0, X̃1)[θ] and Yθ = (Y0, Y1)[θ].

Then,
X1/4 = L2(0, T ;H−1(0, L)), X̃1/4 = L1(0, T ;L2(0, L)) (3.2.9)

and
Y1/4 = L2(0, T ;H1(0, L)) ∩ C0([0, T ] ;L2(0, L)). (3.2.10)

Furthermore,

X1/2 = L2((0, T )× (0, L)), X̃1/2 = L1(0, T ;H1
0 (0, L)) (3.2.11)

and
Y1/2 = L2(0, T ;H2(0, L)) ∩ C0([0, T ] ;H1(0, L)). (3.2.12)

Proposition 3.2. ([32, Section 2.2.2]) Let ξ ∈ Y 1
4

and

f ∈ X 1
4
∪ X̃ 1

4
= L2(0, T ;H−1(0, L)) ∪ L1(0, T ;L2(0, L)).

Then the solution v of (3.2.6) belongs to Y 1
4
, and there exists some constant C =

C(||ξ||Y 1
4

) > 0 such that

‖v‖L∞(0,T,L2(0,L)) + ‖v‖L2(0,T ;H1(0,L)) + ‖vx(·, L)‖L2(0,T ) ≤ C(‖ξ‖Y1/4) ‖f‖L2(0,T ;H−1(0,L))

(3.2.13)
and

‖v‖L∞(0,T,L2(0,L)) + ‖v‖L2(0,T ;H1(0,L)) + ‖vx(·, L)‖L2(0,T ) ≤ C(‖ξ‖Y1/4) ‖f‖L1(0,T ;L2(0,L)) .

(3.2.14)
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More can be said when ξ ≡ 0. Consider the following system −vt − vxxx = g in (0, T )× (0, L),
v(t, 0) = v(t, L) = vx(t, 0) = 0 in (0, T ),
v(T, x) = 0 in (0, L).

(3.2.15)

Proposition 3.3. ([32, Section 2.3.1]. If g ∈ X1 ∪ X̃1, then v ∈ Y1 and there exists a
constant C > 0 such that

‖v‖Y1 + ‖vx(·, L)‖H1(0,T ) ≤ C ‖g‖X1
(3.2.16)

and
‖v‖Y1 + ‖vx(·, L)‖H1(0,T ) ≤ C ‖g‖X̃1

. (3.2.17)

Proposition 3.4. ([32, Section 2.3.2]. If g ∈ X1/2 ∪ X̃1/2, then v ∈ Y1/2, and there
exists some constant C > 0 such that

‖v‖Y1/2 + ‖vx(·, L)‖H1/3(0,T ) + ‖vxx(·, 0)‖L2(0,T ) + ‖vxx(·, L)‖L2(0,T ) ≤ C ‖g‖X1/2
(3.2.18)

and

‖v‖Y1/2 +‖vx(·, L)‖H1/3(0,T ) +‖vxx(·, 0)‖L2(0,T ) +‖vxx(·, L)‖L2(0,T ) ≤ C ‖g‖X̃1/2
. (3.2.19)

3.3 Null controllability results

This section is devoted to the proof of Theorems 3.1 and 3.3.

3.3.1 Null controllability of a linearized equation

We first consider the system ut + (ξu)x + uxxx = 1ωf(t, x) in (0, T )× (0, L),
u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L),

(3.3.1)

where ξ = ξ(t, x) is a given function in Y 1
4
, and ω = (l1, l2) ⊂ (0, L). Our aim is to

prove the null controllability of (3.3.1). To this end, we shall establish an observability
inequality for the corresponding adjoint system −vt − ξ(t, x)vx − vxxx = 0 in (0, T )× (0, L),

v(t, 0) = v(t, L) = vx(t, 0) = 0 in (0, T ),
v(T, x) = vT (x) in (0, L)

(3.3.2)

by using some Carleman inequality.
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3.3.1.1 Carleman inequality with internal observation

Assume that ω = (l1, l2) with
0 < l1 < l2 < L.

Pick any function ψ ∈ C3([0, L]) with

ψ > 0 in [0, L]; (3.3.3)

|ψ′| > 0, ψ′′ < 0, and ψ′ψ′′′ < 0 in [0, L] \ ω; (3.3.4)

ψ′(0) < 0 and ψ′(L) > 0; (3.3.5)

min
x∈[l1,l2]

ψ(x) = ψ(l3) < max
x∈[l1,l2]

ψ(x) = ψ(l1) = ψ(l2),

max
x∈[0,L]

ψ(x) = ψ(0) = ψ(L),
(3.3.6)

ψ(0) <
4

3
ψ(l3), (3.3.7)

for some l3 ∈ (l1, l2). A convenient function ψ is defined on [0, L] \ ω as

ψ(x) =

{
εx3 − x2 − x+ c1 if x ∈ [0, l1],
−εx3 + ax+ c2 if x ∈ [l2, L]

with ε, a, c1, c2 > 0 conveniently chosen. Note first that ψ(l1) = ψ(l2) and ψ(0) = ψ(L)
if, and only if,

a = (L− l2)−1(l21 + l1 − εl32 − εl31 + εL3), c1 = c2 − εL3 + aL.

Then a > 0, c1 − c2 > 0 and (3.3.4)-(3.3.5) hold provided that 0 < ε � 1. (3.3.3) and
(3.3.7) hold for c2 � 1. (3.3.6) is easy to satisfy.

Set

ϕ(t, x) =
ψ(x)

t(T − t)
· (3.3.8)

For f ∈ L2(0, T ;L2(0, L)) and q0 ∈ L2(0, L), let q denote the solution of the system

qt + qxxx = f, t ∈ (0, T ), x ∈ (0, L), (3.3.9)

q(t, 0) = q(t, L) = qx(t, L) = 0, t ∈ (0, T ), (3.3.10)

q(0, x) = q0(x), x ∈ (0, L). (3.3.11)

Then the following Carleman inequality holds.

Proposition 3.5. Pick any T > 0. There exist two constants C > 0 and s0 > 0 such
that any f ∈ L2(0, T ;L2(0, L)), any q0 ∈ L2(0, L) and any s ≥ s0, the solution q of
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(3.3.9)-(3.3.11) fulfills∫ T

0

∫ L

0

[sϕ|qxx|2 + (sϕ)3|qx|2 + (sϕ)5|q|2]e−2sϕdxdt

+

∫ T

0

[(sϕ|qxx|2 + (sϕ)3|qx|2)e−2sϕ]|x=0 + [sϕ|qxx|2e−2sϕ]|x=Ldt

≤ C

(∫ T

0

∫ L

0

|f |2e−2sϕdxdt+

∫ T

0

∫
ω

[sϕ|qxx|2 + (sϕ)3|qx|2 + (sϕ)5|q|2]e−2sϕdxdt

)
(3.3.12)

Actually, we shall need a Carleman estimate for (3.3.2) with the potential ξ ∈ Y 1
4
.

Let
ϕ̃(t, x) = ϕ(t, L− x).

Corollary 3.1. Let ξ ∈ Y 1
4
. Then there exist some positive constants s̃0 = s̃0(T, ||ξ||Y 1

4

)

and C = C(T, ||ξ||Y 1
4

) such that for all s ≥ s̃0 and all vT ∈ L2(0, L), the solution v of

(3.3.2) fulfills∫ T

0

∫ L

0

[sϕ̃|vxx|2 + (sϕ̃)3|vx|2 + (sϕ̃)5|v|2]e−2sϕ̃dxdt

≤ C

∫ T

0

∫
ω

[sϕ̃|vxx|2 + (sϕ̃)3|vx|2 + (sϕ̃)5|v|2]e−2sϕ̃dxdt. (3.3.13)

Proof of Proposition 3.5. We first assume that q0 ∈ D(A) and that f ∈ C([0, T ];D(A)),
so that q ∈ C([0, T ];D(A)) ∩ C1([0, T ];L2(0, L)). This will be sufficient to legitimate
the following computations. The general case (q0 ∈ L2(0, L) and f ∈ L2(0, T ;L2(0, L)))
follows by density. Indeed, if we set

p(t, x) :=
√
ϕ(t, l3)e−sϕ(t,l3)q(t, x)

then p solves (3.3.9)-(3.3.11) with q0 replaced by 0, and f replaced by

f̃ =
√
ϕ(t, l3)e−sϕ(t,l3)f +

(
1

2
ϕt(t, l3)ϕ−

1
2 (t, l3)− sϕt(t, l3)

√
ϕ(t, l3)

)
e−sϕ(t,l3)q,

so that (with different constants C)∫ T

0

∫ L

0

ϕ|qxx|2e−2sϕdxdt ≤ C||p||2L2(0,T,H2(0,L))

≤ C||f̃ ||2L2(0,T,L2(0,L))

≤ C
(
||f ||2L2(0,T,L2(0,L)) + ||q0||2L2(0,L)

)
.

Since
||q||2L2(0,T,H1(0,L)) ≤ C

(
||f ||2L2(0,T,L2(0,L)) + ||q0||2L2(0,L)

)
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we conclude that we can pass to the limit in each term in (3.3.12), if we take a sequence
{(qn0 , fn)}n≥0 in D(A) × C([0, T ],D(A)) such that qn0 → q0 in L2(0, L) and fn → f in
L2(0, T, L2(0, L)).

Assume from now on that q0 ∈ D(A) and that f ∈ C([0, T ];D(A)). Let q denote
the solution of (3.3.9)-(3.3.11), and let u = e−sϕq, w = e−sϕL(esϕu), where

L = ∂t + ∂3
x. (3.3.14)

Straightforward computations show that

w = Mu := ut + uxxx + 3sϕxuxx

+ (3s2ϕ2
x + 3sϕxx)ux (3.3.15)

+ (s3ϕ3
x + 3s2ϕxϕxx + s(ϕt + ϕxxx))u.

Let M1 and M2 denote the (formal) self-adjoint and skew-adjoint parts of the operator
M . We readily obtain that

M1u := 3s(ϕxuxx + ϕxxux) + [s(ϕt + ϕxxx) + s3ϕ3
x]u, (3.3.16)

M2u := ut + uxxx + 3s2(ϕ2
xux + ϕxϕxxu). (3.3.17)

On the other hand

||w||2 = ||M1u||2 + ||M2u||2 + 2(M1u,M2u) (3.3.18)

where (u, v) =
∫ T

0

∫ L
0
uvdxdt and ||w||2 = (w,w). From now on, for the sake of simplic-

ity, we write
∫∫
u (resp.

∫
u
∣∣L
0
) instead of

∫ T
0

∫ L
0
u(t, x)dxdt (resp.

∫ T
0
u(t, x)

∣∣L
x=0

dt). The
proof of the Carleman inequality follows the same pattern as in [48, 66]. The first step
provides an exact computation of the scalar product (M1u,M2u), whereas the second
step gives the estimates obtained thanks to the (pseudoconvexity) conditions (3.3.3)-
(3.3.7).

Step 1. Exact computation of the scalar product in (3.3.18).
Write

2(M1u,M2u) = 2

∫∫
[s(ϕt+ϕxxx)+s3ϕ3

x]uM2u+2

∫∫
3s(ϕxuxx+ϕxxux)M2u =: I1+I2.

Let
α := s(ϕt + ϕxxx) + s3ϕ3

x. (3.3.19)

Using (3.3.17), we decompose I1 into

I1 =

∫∫
2αuut +

∫∫
2αuuxxx + 3s2

∫∫
2αu(ϕ2

xux + ϕxϕxxu).

Integrating by parts with respect to t or x, noticing that u|x=0 = u|x=L = ux|x=L = 0,
and that u|t=0 = u|t=T = 0 by (3.3.3), we obtain that

I1 = −
∫∫

αtu
2 + (3

∫∫
αxu

2
x −

∫∫
αxxxu

2 −
∫
αu2

x

∣∣L
0
)− 3s2

∫∫
ϕ2
xαxu

2

= −
∫∫

(αt + αxxx + 3s2ϕ2
xαx)u

2 + 3

∫∫
αxu

2
x −

∫
αu2

x

∣∣L
0
. (3.3.20)



53

Next, we compute

I2 = 2

∫∫
3s(ϕxuxx + ϕxxux)(ut + uxxx + 3s2(ϕ2

xux + ϕxϕxxu)).

Performing integrations by parts, we obtain successively

2

∫∫
(ϕxuxx + ϕxxux)ut =

∫∫
ϕxtu

2
x,

2

∫∫
(ϕxuxx + ϕxxux)uxxx = −3

∫∫
ϕxxu

2
xx +

∫∫
ϕ4xu

2
x

+

∫
(ϕxu

2
xx − ϕ3xu

2
x + 2ϕxxuxxux)

∣∣L
0
,

and

2

∫∫
(ϕxuxx + ϕxxux)(ϕ

2
xux + ϕxϕxxu) = −3

∫∫
ϕ2
xϕxxu

2
x

+

∫∫
[(ϕ2

xϕxx)xx − (ϕxϕ
2
xx)x]u

2 +

∫
ϕ3
xu

2
x

∣∣L
0
.

Thus

I2 = −9s

∫∫
ϕxxu

2
xx +

∫∫
[−27s3ϕ2

xϕxx + 3s(ϕxt + ϕ4x)]u
2
x

+

∫∫
9s3[(ϕ2

xϕxx)xx− (ϕxϕ
2
xx)x]u

2 +

∫
[3s(ϕxu

2
xx−ϕ3xu

2
x + 2ϕxxuxuxx) + 9s3ϕ3

xu
2
x]
∣∣L
0

(3.3.21)

Gathering together (3.3.20)-(3.3.21), we infer that

2(M1u,M2u) =

∫∫
[−(αt + αxxx + 3s2ϕ2

xαx) + 9s3((ϕ2
xϕxx)xx − (ϕxϕ

2
xx)x)]u

2

+

∫∫
[3αx − 27s3ϕ2

xϕxx + 3s(ϕxt + ϕ4x)]u
2
x − 9s

∫∫
ϕxxu

2
xx

+

∫
[3sϕxu

2
xx + (9s3ϕ3

x − 3sϕxxx − α)u2
x + 2ϕxxuxuxx]

∣∣L
0
(3.3.22)

Step 2. Estimation of each term in (3.3.22).
The estimates are given in a series of claims.
Claim 1. There exist some constants s1 > 0 and C1 > 1 such that for all s ≥ s1, we
have∫∫

[−(αt+αxxx+3s2ϕ2
xαx)+9s3((ϕ2

xϕxx)xx−(ϕxϕ
2
xx)x)]u

2 ≥ C−1
1

∫∫
(sϕ)5u2−C1

∫ T

0

∫
ω

(sϕ)5u2.

From (3.3.19), we see that the term in s5 in the brackets reads

−3s5ϕ2
x(ϕ

3
x)x = −9s5ϕ4

xϕxx = −9s5 (ψ′)4ψ′′

t5(T − t)5
·
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We infer from (3.3.4) that for some κ1 > 0 and all s > 0

−9s5ϕ4
xϕxx ≥ κ1(sϕ)5 (t, x) ∈ (0, T )× ([0, L] \ ω).

On the other hand, we have for some κ2 > 0 and all s > 0

|αt|+ |αxxx|+ |9s3((ϕ2
xϕxx)xx − (ϕxϕ

2
xx)x)| ≤ κ2s

3ϕ4 (t, x) ∈ (0, T )× (0, L),

|3s2ϕ2
xαx| ≤ κ2(sϕ)5 (t, x) ∈ (0, T )× ω.

Claim 1 follows then for all s > s1 with s1 large enough and some C1 > 1.
Claim 2. There exist some constants s2 > 0 and C2 > 1 such that for all s ≥ s2, we
have∫∫

[3αx−27s3ϕ2
xϕxx+3s(ϕxt+ϕ4x)]u

2
x ≥ C−1

2

∫∫
(sϕ)3u2

x−C2

∫ T

0

∫
ω

(sϕ)3u2
x. (3.3.23)

Indeed, the term in s3 in the brackets is found to be

−18s3ϕ2
xϕxx ≥ κ3(sϕ)3 (t, x) ∈ (0, T )× ([0, L] \ ω)

for some κ3 > 0 and all s > 0, by (3.3.4). On the other hand, we have for some κ4 > 0
and all s > 0

|6s(ϕtx + ϕ4x)| ≤ κ4sϕ
2 (t, x) ∈ (0, T )× (0, L),

|18s3ϕ2
xϕxx| ≤ κ4(sϕ)3 (t, x) ∈ (0, T )× ω.

Claim 2 follows for all s ≥ s2 with s2 large enough and some C2 > 1.
Claim 3. There exist some constants s3 > 0 and C3 > 1 such that for all s ≥ s3, we
have

−9s

∫∫
ϕxxu

2
xx ≥ C−1

3

∫∫
sϕu2

xx − C3

∫ T

0

∫
ω

sϕu2
xx. (3.3.24)

Claim 3 is clear, for ψ′′ < 0 on [0, L] \ ω.
Claim 4. There exist some constants s4 > 0 and C4 > 1 such that for all s ≥ s4, we
have∫

[3sϕxu
2
xx + (9s3ϕ3

x − 3sϕxxx − α)u2
x + 2ϕxxuxuxx]

∣∣L
0

≥ C−1
4

∫ T

0

[(sϕu2
xx)|x=0 + (sϕu2

xx)|x=L + (s3ϕ3u2
x)|x=0]dt.

Since ux|x=L = 0 and

[(9s3ϕ3
x − 3sϕxxx − α)u2

x]|x=0 = [(8s3ϕ3
x − s(ϕt + 4ϕxxx))u

2
x]|x=0,

we obtain with (3.3.5) for s ≥ s4 with s4 large enough,

[(9s3ϕ3
x − 3sϕxxx − α)u2

x]
∣∣L
0
≥ κ5[(sϕ)3u2

x]|x=0

and
3sϕxu

2
xx|L0 ≥ κ6([sϕu2

xx]|x=0 + [sϕu2
xx]|x=L)
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for some constant κ5, κ6 > 0. Finally

|[2sϕxxuxuxx]x=0| ≤
κ6

2
[sϕu2

xx]|x=0 + κ7[sϕu2
x]|x=0

for some constant κ7 > 0. Since sϕ(t, 0)� (sϕ)3(t, 0) for s� 1, Claim 4 follows.
We infer from Claims 1, 2, 3, and 4 that for some positive constants s0, C and all

s ≥ s0∫∫
[(sϕ)5|u|2+(sϕ)3|ux|2+sϕ|uxx|2]+

∫ T

0

[(sϕu2
xx)|x=0+(sϕu2

xx)|x=L+(s3ϕ3u2
x)|x=0]dt

≤ C(

∫∫
|w|2 +

∫ T

0

∫
ω

[(sϕ)5|u|2 + (sϕ)3|ux|2 + sϕ|uxx|2] ). (3.3.25)

Replacing u by e−sϕq yields (3.3.12).
Proof of Corollary 3.1. Note first that for ξ ∈ Y 1

4
and vT ∈ L2(0, L), one can prove

that (3.3.2) has a unique solution v ∈ Y 1
4
, by using the contraction mapping principle

for the integral equation. Corollary 3.1 follows from Proposition 3.5 by taking q0(x) =
vT (L − x), q(t, x) = v(T − t, L − x), and f(t, x) = −ξ(T − t, L − x)qx(t, x), assuming
first that ξ ∈ Y 1

4
∩ L∞(Q) (so that f ∈ L2(Q)). Indeed, with u = e−sϕq,

w = e−sϕL(esϕu) = −ξ(T − t, L− x)(ux + sϕxu),

so that∫∫
|w|2dxdt ≤ C

∫ T

0

∫ L

0

|ξ(T − t, L− x)|2(|ux|2 + |sϕxu|2)dxdt

≤ C

∫ T

0

||ξ(T − t)||2L2(0,L)

(
||ux||2L∞(0,L) + ||sϕxu||2L∞(0,L)

)
dt (3.3.26)

≤ C||ξ||2L∞(0,T,L2(0,L))

∫ T

0

∫ L

0

[u2
x + u2

xx +
s2

t2(T − t)2
(u2 + u2

x)]dx.

Combining (3.3.25) with (3.3.26), picking s � 1, and replacing again u by e−sϕv(T −
t, L− x) yields (3.3.13). The result for ξ ∈ Y 1

4
follows by density.

3.3.1.2 Internal observation

We go back to the adjoint system (3.3.2). Our next goal is to remove the terms vxx
and vx from the r.h.s. of (3.3.13). In addition to the weight ϕ̃(t, x) = 1

t(T−t)ψ(L − x),

we introduce the functions

ϕ̂(t) =
1

t(T − t)
max
x∈[0,L]

ψ(x) =
ψ(0)

t(T − t)
and ϕ̌(t) =

1

t(T − t)
min
x∈[0,L]

ψ(x) =
ψ(l3)

t(T − t)
,

(3.3.27)
where we used (3.3.6). By (3.3.7), we have

ϕ̂(t) <
4

3
ϕ̌(t), t ∈ (0, T ). (3.3.28)
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Lemma 3.1. Let 0 < l1 < l2 < L, ξ ∈ Y 1
4
, and s̃0 be as in Corollary 3.1. Then there

exists a constant C = C(T, ||ξ||Y 1
4

) > 0 such that for any s ≥ s̃0 and any vT ∈ L2(0, L),

the solution v of (3.3.2) satisfies∫
Q

{(sϕ̌)5|v|2 + (sϕ̌)3|vx|2 + sϕ̌|vxx|2} e−2sϕ̂dxdt ≤ C1s
10

∫ T

0

es(6ϕ̂−8ϕ̌)ϕ̌31 ‖v(t, ·)‖2
L2(ω) dt,

(3.3.29)
where Q = (0, T )× (0, L) and ω = (l1, l2) ⊂ (0, L).

Proof. We follow the same approach as in [32]. From (3.3.13) and (3.3.27)-(3.3.28), we
first obtain∫

Q

{
s5ϕ̌5|v|2 + s3ϕ̌3|vx|2 + sϕ̌|vxx|2

}
e−2sϕ̌dxdt

≤ C

∫ T

0

∫
ω

{
s5ϕ̌5 |v|2 + s3ϕ̌3|vx|2 + sϕ̌|vxx|2

}
e−2sϕ̌dxdt =: C(I0 + I1 + I2). (3.3.30)

Since ϕ̌ and ϕ̂ do not depend on x, we clearly have that

I1 ≤ s3

∫ T

0

ϕ̌3e−2sϕ̌ ‖v(t, ·)‖2
H1(ω) dt (3.3.31)

and

I2 ≤ s

∫ T

0

ϕ̌e−2sϕ̌ ‖v(t, ·)‖2
H2(ω) dt. (3.3.32)

The following interpolation result will be used several times.

Proposition 3.6. [2, Theorem 4.17] Let p ∈ [1,∞] and m ∈ N∗. Then there exists a
constant K = K(m, p) such that for 0 ≤ j ≤ m and u ∈ Wm,p(ω) we have

‖u‖j,p ≤ K ‖u‖j/mm,p ‖u‖
(m−j)/m
0,p ,

where ‖·‖j,p denotes the norm in the Sobolev space W j,p(ω).

Using Proposition 3.6 with j = 1, p = 2 and m = 8/3 (resp. with j = p = 2 and
m = 8/3) yields

‖v(t, ·)‖H1(ω) ≤ K1 ‖v(t, ·)‖3/8

H8/3(ω)
‖v(t, ·)‖5/8

L2(ω) (3.3.33)

and
‖v(t, ·)‖H2(ω) ≤ K2 ‖v(t, ·)‖3/4

H8/3(ω)
‖v(t, ·)‖1/4

L2(ω) . (3.3.34)

Replacing (3.3.33) and (3.3.34) in (3.3.31) and (3.3.32), respectively, yields

I1 ≤ Cs3

∫ T

0

ϕ̌3e−2sϕ̌ ‖v(t, ·)‖3/4

H8/3(ω)
‖v(t, ·)‖5/4

L2(ω) dt (3.3.35)

and

I2 ≤ Cs

∫ T

0

ϕ̌e−2sϕ̌ ‖v(t, ·)‖3/2

H8/3(ω)
‖v(t, ·)‖1/2

L2(ω) dt. (3.3.36)
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Next, an application of Young inequality in (3.3.35) and (3.3.36) gives

I1 ≤ Cs3

∫ T

0

ϕ̌3e−2sϕ̌e−
3
4
sϕ̂e

3
4
sϕ̂ϕ̌−

27
8 ϕ̌

27
8 ‖v(t, ·)‖3/4

H8/3(ω)
‖v(t, ·)‖5/4

L2(ω) dt

≤ Cεs
6

∫ T

0

es(
6
5
ϕ̂− 16

5
ϕ̌)ϕ̌51/5 ‖v(t, ·)‖2

L2(ω) dt+ εs−2

∫ T

0

e−2sϕ̂ϕ̌−9 ‖v(t, ·)‖2
H8/3(ω) dt

(3.3.37)

and

I2 ≤ Cs

∫ T

0

e−2sϕ̌e−
3
2
sϕ̂e

3
2
sϕ̂ϕ̌−

27
4 ϕ̌

31
4 ‖v(t, ·)‖3/2

H8/3(ω)
‖v(t, ·)‖1/2

L2(ω) dt

≤ Cεs
10

∫ T

0

es(6ϕ̂−8ϕ̌)ϕ̌31 ‖v(t, ·)‖2
L2(ω) dt+ εs−2

∫ T

0

e−2sϕ̂ϕ̌−9 ‖v(t, ·)‖2
H8/3(ω) dt,

(3.3.38)

for any ε > 0. Note that

I0 + s6

∫ T

0

es(
6
5
ϕ̂− 16

5
ϕ̌)ϕ̌51/5 ‖v(t, ·)‖2

L2(ω) dt ≤ Cs10

∫ T

0

es(6ϕ̂−8ϕ̌)ϕ̌31 ‖v(t, ·)‖2
L2(ω) dt.

(3.3.39)
Gathering together (3.3.30) and (3.3.37)-(3.3.39), we obtain∫

Q

{
s5ϕ̌5|v|2 + s3ϕ̌3|vx|2 + sϕ̌|vxx|2

}
e−2sϕ̌dxdt

≤ Cs10

∫ T

0

es(6ϕ̂−8ϕ̌)ϕ̌31 ‖v(t, ·)‖2
L2(ω) dt+ 2εs−2

∫ T

0

e−2sϕ̂ϕ̌−9 ‖v(t, ·)‖2
H8/3(ω) dt. (3.3.40)

It remains to estimate the integral term∫ T

0

e−2sϕ̂ϕ̌−9 ‖v(t, ·)‖2
H8/3(ω) dt.

Let v1(t, x) := θ1(t)v(t, x) with

θ1(t) = exp(−sϕ̂)ϕ̌−
1
2 .

Then v1 satisfies the system −v1t − v1xxx = f1 := ξθ1vx − θ1tv in (0, T )× (0, L),
v1(t, 0) = v1(t, L) = v1x(t, 0) = 0 in (0, T ),
v1(T, x) = 0 in (0, L).

(3.3.41)

Now, observe that, since vx(t, 0) = 0, ξ ∈ L∞(0, T, L2(0, L)) and

|θ1t| ≤ Csϕ̌
3
2 exp(−sϕ̂),
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we have

‖f1‖2
L2((0,T )×(0,L)) ≤ C||ξ||2L∞(0,T,L2(0,L))

∫ T

0

e−2sϕ̂||vx||2L∞(0,L)dt

+ C

∫
Q

e−2sϕ̂s2ϕ̌3|v|2dxdt (3.3.42)

≤ C

∫
Q

{
s2ϕ̌3|v|2 + s|vx|2 + s−1|vxx|2

}
e−2sϕ̌dxdt

for some constant C > 0 and all s ≥ s0. Moreover, by Proposition 3.4, v1 ∈ Y1/2.
Then, interpolating between L2(0, T ;H2(0, L)) and L∞(0, T ;H1(0, L)), we infer that
v1 ∈ L4(0, T ;H3/2(0, L)) and

‖v1‖L4(0,T ;H3/2(0,L)) ≤ C ‖f1‖L2((0,T )×(0,L)) . (3.3.43)

Let v2(t, x) := θ2(t)v(t, x) with

θ2 = exp(−sϕ̂)ϕ̌−
5
2 .

Then v2 satisfies system (3.3.41) with f1 replaced by

f2 := ξθ2θ
−1
1 v1x − θ2tθ

−1
1 v1.

Observe that ∣∣θ2θ
−1
1

∣∣+
∣∣θ2tθ

−1
1

∣∣ ≤ Cs.

On the other hand, since ξ ∈ L4(0, T ;H
1
2 (0, L)) and v1x ∈ L4(0, T ;H

1
2 (0, L)) by

(3.3.43), we infer that ξv1x ∈ L2(0, T ;H1/3(0, L)) (the product of two functions in

H
1
2 (0, L) being in H

1
3 (0, L)). Thus, we obtain

‖f2‖L2(0,T ;H1/3(0,L)) ≤ Cs ‖v1‖L4(0,T ;H3/2(0,L)) . (3.3.44)

Interpolating between (3.2.16) and (3.2.18), we have that v2 ∈ L2(0, T ;H7/3(0, L))∩
L∞(0, T ;H4/3(0, L)) with

‖v2‖L2(0,T ;H7/3(0,L))∩L∞(0,T ;H4/3(0,L)) ≤ C ‖f2‖L2(0,T ;H1/3(0,L)) . (3.3.45)

Finally, let v3 := θ3(t)v(t, x) with

θ3(t) = exp(−sϕ̂)ϕ̌−
9
2 .

Then v3 satisfies system (3.3.41) with f1 replaced by

f3 := ξθ3θ
−1
2 v2x − θ3tθ

−1
2 v2.

Again ∣∣θ3θ
−1
2

∣∣+
∣∣θ3tθ

−1
2

∣∣ ≤ Cs.

Interpolating again between (3.2.16) and (3.2.18), we have that

‖v3‖L2(0,T ;H8/3(0,L))∩L∞(0,T ;H5/3(0,L)) ≤ C ‖f3‖L2(0,T ;H2/3(0,L)) . (3.3.46)
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Since ξ ∈ Y 1
4
, we have that ξ ∈ L3(0, T ;H

2
3 (0, L)). On the other hand, by (3.3.45),

v2x ∈ L2(0, T ;H4/3(0, L)) ∩ L∞(0, T ;H1/3(0, L)).

It follows that v2x ∈ L6(0, T,H
2
3 (0, L)). Since H

2
3 (0, L) is an algebra, we conclude that

ξv2x ∈ L2(0, T,H
2
3 (0, L)). Therefore

‖f3‖L2(0,T ;H2/3(0,L)) ≤ Cs ‖v2‖L2(0,T ;H7/3(0,L))∩L∞(0,T ;H4/3(0,L)) . (3.3.47)

Thus we infer from (3.3.42)-(3.3.47) that for some constants C1, C2 > 0 and all s ≥ s0

‖v3‖2
L2(0,T ;H8/3(0,L)) ≤ C1s

4||f1||2L2((0,T )×(0,L))

≤ C2

∫
Q

{
s6ϕ̌3|v|2 + s5|vx|2 + s3|vxx|2

}
e−2sϕ̌dxdt. (3.3.48)

Hence, replacing v3 = exp(−sϕ̂)ϕ̌−
9
2v in (3.3.48) yields for some constant C3 > 0∫ T

0

e−2sϕ̂ϕ̌−9 ‖v(t, ·)‖2
H8/3(ω) dt ≤ C3s

2

∫
Q

{
(sϕ̌)5|v|2 + (sϕ̌)3|vx|2 + sϕ̌|vxx|2

}
e−2sϕ̌dxdt.

(3.3.49)
Then, picking ε = 1/(4C3) in (3.3.40) results in∫

Q

sϕ̌e−2sϕ̂ {s4ϕ̌4|v|2 + s2ϕ̌2|vx|2 + |vxx|2} dxdt ≤ C4s
10

∫ T

0

es(6ϕ̂−8ϕ̌)ϕ̌31 ‖v(t, ·)‖2
L2(ω) dt

for all s ≥ s̃0 and some positive constant C4 = C4(T, ||ξ||Y 1
4

).

We are in a position to prove the null controllability of system (3.3.1).

Theorem 3.4. Let T > 0. Then there exists δ > 0 such that for any ξ ∈ Y1/4 with
||ξ||L2(0,T,H1(0,L)) ≤ δ and any u0 ∈ L2(0, L), one may find a control f ∈ L2((0, T )× ω)
such that the solution u of (3.3.1) fulfills u(T, ·) = 0.

Proof. Scaling in (3.3.2) by v and (L − x)v, we obtain after some computations the
estimate

||v||2L∞(0,T,L2(0,L)) + 2||vx||2L2(0,T,L2(0,L)) ≤ C(L)
(
||vT ||2L2(0,L)

)
+ C(L)

(
||ξ||2L2(0,T,H1(0,L))||vx||2L2(0,T,L2(0,L))

)
for some constant C(L) > 0. It follows that if ||ξ||L2(0,T,H1(0,L)) ≤ δ := 1/

√
C(L), then

we have

max
t∈[0,T ]

||v(t)||2L2(0,L) + ||vx||2L2(0,T,L2(0,L)) ≤ C(L)||vT ||2L2(0,L). (3.3.50)

Replacing v(t) by v(0) and vT by v(τ) for T/3 < τ < 2T/3 in (3.3.50), and integrating
over τ ∈ (T/3, 2T/3), we obtain that

||v(0)||2L2(0,L) ≤
3C(L)

T

∫ 2T
3

T
3

||v(τ)||2L2(0,L)dτ. (3.3.51)
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Combining (3.3.51) with Lemma 3.1 for a fixed value of s ≥ s̃0, we derive the following
observability inequality∫ L

0

|v(0, x)|2 dx ≤ C∗

∫ T

0

‖v(t, ·)‖2
L2(ω) dt (3.3.52)

where C∗ = C∗(T, ||ξ||Y1/4) > 0. Using (3.3.52), we can deduce the existence of a

function v ∈ L2((0, T )× ω) as in Theorem 3.4 proceeding as follows.
On L2(0, L), we define the norm

‖vT‖B := ‖v‖L2((0,T )×ω) ,

where v is the solution of (3.3.2) associated with vT . The fact that || · ||B is a norm
comes from (3.3.52) applied on (t, T ) for 0 < t < T .

Let B denote the completion of L2(0, L) with respect to the above norm. We define
a functional J on B by

J(vT ) :=
1

2
‖vT‖2

B +

∫ L

0

v(0, x)u0(x)dx.

From (3.3.52) we infer that J is well defined and continuous on B. As it is strictly convex
and coercive, it admits a unique minimum v∗T , characterized by the Euler-Lagrange
equation ∫ T

0

∫
ω

v∗wdxdt+

∫ L

0

w(0, x)u0(x)dx = 0, ∀wT ∈ B, (3.3.53)

where w (resp. v∗) denotes the solution of (3.3.2) associated with wT ∈ B (resp.
v∗T ∈ B). Define f ∈ L2((0, T )× ω) by

f := 1ωv
∗, (3.3.54)

and let u denote the solution of (3.3.1) associated with u0 and f . Multiplying (3.3.1)
by w(t, x) and integrating by parts, we obtain for all wT ∈ L2(0, L)∫ L

0

u(T, x)wTdx =

∫ L

0

u0(x)w(0, x)dx+

∫ T

0

∫
ω

v∗wdxdt = 0, (3.3.55)

where the second equality follows from (3.3.53). Therefore u(T, ·) = 0. Finally, letting
wT = v∗T in (3.3.53) and using (3.3.52), we obtain∫ T

0

∫
ω

|f |2dxdt ≤ C∗

∫ L

0

|u0(x)|2dx. (3.3.56)

3.3.2 Null controllability of the nonlinear equation

In this section we prove Theorem 3.1. This is done by using a fixed-point argument.
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3.3.2.1 Proof of Theorem 3.1

Consider u and ū fulfilling system (3.1.5) and (3.1.4), respectively. Then q = u − ū
satisfies qt + qx + ( q

2

2
+ ūq)x + qxxx = 1ωf(t, x) in (0, T )× (0, L),

q(t, 0) = q(t, L) = qx(t, L) = 0 in (0, T ),
q(0, x) = q0(x) := u0(x)− ū0(x) in (0, L).

(3.3.57)

The objective is to find f such that the solution q of (3.3.57) satisfies

q(T, ·) = 0.

Given ξ ∈ Y 1
4

and q0 := u0 − ū0 ∈ L2(0, L), we consider the control problem

qt + qx + (ξq)x + qxxx = 1ωf(t, x) in (0, T )× (0, L), (3.3.58)

q(t, 0) = q(t, L) = qx(t, L) = 0 in (0, T ), (3.3.59)

q(0, x) = q0(x) in (0, L). (3.3.60)

We can prove the following estimate

||q||2L∞(0,T,L2(0,L)) + 2||qx||2L2(0,T,L2(0,L)) ≤ C̃(L)
(
||q0||2L2(0,L)

+ ||ξ||2L2(0,T,H1(0,L))||qx||2L2(0,T,L2(0,L)) + ||f ||2L2((0,T )×ω)

)
(3.3.61)

Let δ̃ = min(δ, 1/
√
C̃(L)). We introduce the space

E := C0([0, T ];L2(0, L)) ∩ L2(0, T ;H1(0, L)) ∩H1(0, T ;H−2(0, L))

endowed with its natural norm

‖z‖E := ||z||Y1/4 + ||z||H1(0,T,H−2(0,L)).

We consider in L2((0, T )× (0, L)) the following set

B :=
{
z ∈ E; ‖z‖E ≤ 1 and ||z||L2(0,T,H1(0,L)) ≤ δ̃

}
.

B is compact in L2((0, T )× (0, L)), by Aubin-Lions’ lemma. We will limit ourselves to
controls f fulfilling the condition

||f ||2L2((0,T )×ω) ≤ C∗||q0||2L2(0,L) (3.3.62)

where C∗ := C∗(T, ||ū||Y1/4 + 1
2
). We associate with any z ∈ B the set

T (z) := {q ∈ B; ∃f ∈ L2((0, T )× ω) such that f satisfies (3.3.62) and
q solves (3.3.58)-(3.3.60) with ξ = ū+ z

2
and q(T, ·) = 0

}
.

Note that ||ū||L2(0,T,H1(0,L)) < δ̃/2 for T � 1. By Theorem 3.4 and (3.3.61), we see that
if ‖q0‖L2(0,L) and T are sufficiently small, then T (z) is nonempty for all z ∈ B. We shall

use the following version of Kakutani fixed point theorem (see e.g. [82, Theorem 9.B]):
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Theorem 3.5. Let F be a locally convex space, let B ⊂ F and let T : B −→ 2B.
Assume that

1. B is a nonempty, compact, convex set;

2. T (z) is a nonempty, closed, convex set for all z ∈ B;

3. The set-valued map T : B −→ 2B is upper-semicontinuous; i.e., for every closed
subset A of F , T−1(A) = {z ∈ B; T (z) ∩ A 6= ∅} is closed.

Then T has a fixed point, i.e., there exists z ∈ B such that z ∈ T (z).

Let us check that Theorem 3.5 can be applied to T and

F = L2((0, T )× (0, L)).

The convexity of B and T (z) for all z ∈ B is clear. Thus (1) is satisfied. For (2),
it remains to check that T (z) is closed in F for all z ∈ B. Pick any z ∈ B and a
sequence

{
qk
}
k∈N in T (z) which converges in F towards some function q ∈ B. For each

k, we can pick some control function fk ∈ L2((0, T ) × ω) fulfilling (3.3.62) such that
(3.3.58)-(3.3.60) are satisfied with ξ = ū+ z

2
and qk(T, ·) = 0. Extracting subsequences

if needed, we may assume that as k →∞

fk → f in L2((0, T )× ω) weakly, (3.3.63)

qk → q in L2(0, T ;H1(0, L)) ∩H1(0, T ;H−2(0, L)) weakly, (3.3.64)

By (3.3.64), the boundedness of ||qk||L∞(0,T,L2(0,L)) and Aubin-Lions’ lemma, {qk}k∈N
is relatively compact in C0([0, T ], H−1(0, L)). Extracting a subsequence if needed, we
may assume that

qk → q strongly in C0([0, T ], H−1(0, L)).

In particular, q(0, x) = q0(x) and q(T, x) = 0. On the other hand, we infer from (3.3.64)
that

ξqk → ξq in L2((0, T )× (0, L)) weakly.

Therefore, (ξqk)x → (ξq)x in D′((0, T )× (0, L)). Finally, it is clear that

||f ||2L2((0,T )×ω) ≤ C∗||q0||2L2(0,L)

and that q satisfies (3.3.58) with ξ = ū+ z
2

and q(T, ·) = 0. Thus q ∈ T (z) and T (z) is
closed. Now, let us check (3). To prove that T is upper-semicontinuous, consider any
closed subset A of F and any sequence

{
zk
}
k∈N in B such that

zk ∈ T−1(A), ∀k ≥ 0, (3.3.65)

and
zk → z in F (3.3.66)
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for some z ∈ B. We aim to prove that z ∈ T−1(A). By (3.3.65), we can pick a sequence{
qk
}
k∈N in B with qk ∈ T (zk) ∩ A for all k, and a sequence

{
fk
}
k∈N in L2((0, T )× ω)

such that
qkt + qkx + ((ū+

zk

2
)qk)x + qkxxx = 1ωf

k(t, x) in (0, T )× (0, L),

qk(t, 0) = qk(t, L) = qkx(t, L) = 0 in (0, T ),
qk(0, x) = q0(x) in (0, L),

(3.3.67)

qk(T, x) = 0, in (0, L), (3.3.68)

and ∥∥fk∥∥2

L2((0,T )×ω)
≤ C∗ ‖q0‖2

L2(0,L) . (3.3.69)

From (3.3.69) and the fact that zk, qk ∈ B, extracting subsequences if needed, we may
assume that as k →∞,

fk → f in L2((0, T )× ω) weakly,
qk → q in L2(0, T ;H1(0, L)) ∩H1(0, T ;H−2(0, L)) weakly,
qk → q in C0([0, T ], H−1(0, L)) strongly,
qk → q in F strongly,
zk → z in F strongly,

where f ∈ L2((0, T ) × ω) and q ∈ B. Again, q(0, x) = q0(x) and q(T, x) = 0. We also
see that (3.3.59) and (3.3.62) are satisfied. It remains to check that

qt + qx + ((ū+
z

2
)q)x + qxxx = 1ωf(t, x). (3.3.70)

Observe that the only nontrivial convergence in (3.3.67) is those of the nonlinear term
(zkqk)x. Note first that

||zkqk||L2(0,T,L2(0,L)) ≤ ||zk||L∞(0,T,L2(0,L))||qk||L2(0,T,L∞(0,L)) ≤ C,

so that, extracting a subsequence, one can assume that zkqk → f weakly in L2((0, T )×
(0, L)). To prove that f = zq, it is sufficient to observe that for any ϕ ∈ D(Q),∫ T

0

∫ L

0

zkqkϕdxdt→
∫ T

0

∫ L

0

zqϕdxdt,

for zk → z and qkϕ→ qϕ in F . Thus

zkqk → zq in L2((0, T )× (0, L)) weakly.

It follows that (zkqk)x → (zq)x in D′((0, T ) × (0, L)). Therefore, (3.3.70) holds and
q ∈ T (z). On the other hand, q ∈ A, since qk → q in F and A is closed. We conclude
that z ∈ T−1(A), and hence T−1(A) is closed.

Il follows from Theorem 3.5 that there exists q ∈ B with q ∈ T (q), i.e. we have
found a control f ∈ L2((0, T )×ω) such that the solution of (3.3.57) satisfies q(T, ·) = 0
in (0, L). The proof of Theorem 3.1 is complete.

With Theorem 3.1 at hand, one can prove Theorem 3.3 about the regional control-
lability.
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3.3.3 Proof of Theorem 3.3.

By Theorem 3.1, if δ is small enough one can find a control input

f ∈ L2(0, T/2, L2(0, L))

with supp(f) ⊂ (0, T )× ω such that the solution of (3.1.7) satisfies

u(T/2, .) ≡ 0 in (0, L).

Pick any number l′2 ∈ (l′1, l2) with l′2 6∈ N . (This is possible, the set N being discrete.)
By [62, Theorem 1.3], if δ is small enough one can pick a function h ∈ L2(T/2, T ) such
that the solution y ∈ C0([T/2, T ], L2(0, l′2)) ∩ L2(T/2, T,H1(0, l′2)) of the system yt + yxxx + yx + yyx = 0 in (T/2, T )× (0, l′2),

y(t, 0) = y(t, l′2) = 0, yx(t, l
′
2) = h(t) in (T/2, T ),

y(T/2, x) = 0 in (0, l′2)

satisfies y(T, x) = u1(x) for 0 < x < l′2. We pick a function µ ∈ C∞([0, L]) such that

µ(x) =

{
1 if x < l′1,

0 if x >
l′1+l′2

2

and set for T/2 < t ≤ T

u(t, x) =

{
µ(x)y(t, x) if x < l′2,
0 if x > l′2.

Note that, for T/2 < t < T , ut + uxxx + ux + uux = f with

f = µ(µ− 1)yyx + (µxxxy + 3µxxyx + 3µxyxx + µxy) + µµxy
2.

Since ||y||4L4(0,T,L4(0,l′2)) ≤ C||y||2L∞(0,T,L2(0,L))||y||2L2(0,T,H1(0,L)), it is clear that

f ∈ L2(0, T,H−1(0, L))

with supp(f) ⊂ (0, T )×(l1, l2). Furthermore, u ∈ C([0, T ], L2(0, L))∩L2(0, T,H1(0, L))
solves (3.1.7) and satisfies (3.1.8).

3.4 Exact controllability results

Pick any function ρ ∈ C∞(0, L) with

ρ(x) =

{
0 if 0 < x < L− ν,
1 if L− ν

2
< x < L,

(3.4.1)

for some ν ∈ (0, L).
This section is devoted to the investigation of the exact controllability of the system ut + ux + uux + uxxx = f = (ρ(x)h)x in (0, T )× (0, L),

u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L).

(3.4.2)
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More precisely, we aim to find a control input h ∈ L2(0, T ;L2(0, L)) (actually, with
(ρ(x)h(t, x))x in some space of functions) to guide the system described by (3.4.2) in
the time interval [0, T ] from any (small) given initial state u0 in L2

1
L−xdx

to any (small)

given terminal state uT in the same space. We first consider the linearized system, and
next proceed to the nonlinear one. The results involve some weighted Sobolev spaces.

3.4.1 The linear system

For any measurable function w : (0, L) → (0,+∞) (not necessarily in L1(0, L)), we
introduce the weighted L2−space

L2
w(x)dx = {u ∈ L1

loc(0, L);

∫ L

0

u(x)2w(x)dx <∞}.

It is a Hilbert space when endowed with the scalar product

(u, v)L2
w(x)dx

=

∫ L

0

u(x)v(x)w(x)dx.

We first prove the well-posedness of the linear system associated with (3.4.2), namely ut + ux + uxxx = 0 in (0, T )× (0, L),
u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L),

(3.4.3)

in both the spaces L2
xdx and L2

1
L−xdx

, following [34] where the well-posedness was estab-

lished in L2
x

L−xdx
. We need the following result.

Theorem 3.6. (see [34]) Let W ⊂ V ⊂ H be three Hilbert spaces with continuous and
dense embeddings. Let a(v, w) be a bilinear form defined on V ×W that satisfies the
following properties:
(i) (Continuity)

a(v, w) ≤M ||v||V ||w||W , ∀v ∈ V, ∀w ∈ W ; (3.4.4)

(ii) (Coercivity)
a(w,w) ≥ m||w||2V , ∀w ∈ W ; (3.4.5)

Then for all f ∈ V ′ (the dual space of V ), there exists v ∈ V such that

a(v, w) = f(w), ∀w ∈ W. (3.4.6)

If, in addition to (i) and (ii), a(v, w) satisfies
(iii) (Regularity) for all g ∈ H, any solution v ∈ V of (3.4.6) with f(w) := (g, w)H
belongs to W ,
then (3.4.6) has a unique solution v ∈ W . Let D(A) denote the set of those v ∈ W
when g ranges over H, and set Av = −g. Then A is a maximal dissipative operator,
and hence it generates a continuous semigroup of contractions (etA)t≥0 in H.
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3.4.2 Well-posedness in L2
xdx

Theorem 3.7. Let A1u = −uxxx − ux with domain

D(A1) = {u ∈ H2(0, L) ∩H1
0 (0, L); uxxx ∈ L2

xdx, ux(L) = 0} ⊂ L2
xdx.

Then A1 generates a strongly continuous semigroup in L2
xdx.

Proof. Let

H = L2
xdx, V = H1

0 (0, L), W = {w ∈ H1
0 (0, L), wxx ∈ L2

x2dx},

be endowed with the respective norms

||u||H := ||
√
xu||L2(0,L), ||v||V := ||vx||L2(0,L), ||w||W := ||xwxx||L2(0,L).

Clearly, V ⊂ H with a continuous (dense) embedding between two Hilbert spaces. On
the other hand, we have that

||wx||L2 ≤ C||xwxx||L2 ∀w ∈ W. (3.4.7)

First, we note that we have for w ∈ T := C∞([0, L]) ∩H1
0 (0, L) and p ∈ R

0 ≤
∫ L

0

(xwxx + pwx)
2dx

=

∫ L

0

(x2w2
xx + 2pxwxwxx + p2w2

x)dx

=

∫ L

0

x2w2
xxdx+ (p2 − p)

∫ L

0

w2
xdx+ pLw2

x(L).

Taking p = 1/2 results in∫ L

0

w2
xdx ≤ 4

∫ L

0

x2w2
xxdx+ 2L|wx(L)|2. (3.4.8)

The estimate (3.4.8) is also true for any w ∈ W , since T is dense in W . Let us prove
(3.4.7) by contradiction. If (3.4.7) is false, then there exists a sequence {wn}n≥0 in W
such that

1 = ||wnx ||L2 ≥ n||xwnxx||L2 ∀n ≥ 0.

Extracting subsequences, we may assume that

wn → w in H1
0 (0, L) weakly

xwnxx → 0 in L2(0, L) strongly

and hence xwxx = 0, which gives w(x) = c1x + c2. Since w ∈ H1
0 (0, L), we infer

that w ≡ 0. Since wn is bounded in H2(L/2, L), extracting subsequences we may also
assume that wnx(L) converges in R. We infer then from (3.4.8) that wn is a Cauchy
sequence in H1

0 (0, L), so that

wn → w in H1
0 (0, L) strongly,
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and hence ||wx||L2 = limn→∞ ||wnx ||L2 = 1. This contradicts the fact that w ≡ 0. The
proof of (3.4.7) is achieved.

Thus || · ||W is a norm in W , which is clearly a Hilbert space, and W ⊂ V with
continuous (dense) embedding. Let

a(v, w) =

∫ L

0

vx[(xw)xx + xw]dx, v ∈ V, w ∈ W.

Let us check that (i), (ii), and (iii) in Theorem 3.6 hold. For v ∈ V and w ∈ W ,

|a(v, w)| ≤ ||vx||L2||xwxx + 2wx + xw||L2

≤ ||vx||L2

(
||xwxx||L2 + C||wx||L2

)
≤ C||v||V ||w||W

where we used Poincaré inequality and (3.4.7). This proves that the bilinear form a is
well defined and continuous on V ×W . For (ii), we first pick any w ∈ T to obtain

a(w,w) =

∫ L

0

wx(xwxx + 2wx + xw)dx

=
3

2

∫ L

0

w2
xdx+ [x

w2
x

2
]|L0 −

1

2

∫ L

0

w2dx

≥ 3

2

∫ L

0

w2
xdx−

1

2

∫ L

0

w2dx.

By Poincaré inequality ∫ L

0

w2(x)dx ≤ (
L

π
)2

∫ L

0

w2
x(x)dx,

and hence

a(w,w) ≥ (
3

2
− L2

2π2
)

∫ L

0

w2
xdx.

This shows the coercivity when L < π
√

3. When L ≥ π
√

3, we have to consider, instead
of a, the bilinear form aλ(v, w) := a(v, w) + λ(v, w)H for λ � 1. Indeed, we have by
Cauchy-Schwarz inequality and Hardy inequality

||w||2L2 ≤ ||x
1
2w||L2||x−

1
2w||L2

≤
√
L||w||H ||x−1w||L2

≤ ε||wx||2L2 + Cε||w||2H
and hence

aλ(w,w) ≥ (
3

2
− ε

2
)||w||2V + (λ− Cε

2
)||w||2H .

Therefore, if ε < 3 and λ > Cε/2, then aλ is a continuous bilinear form which is coercive.
Let us have a look at the regularity issue. For given g ∈ H, let v ∈ V be such that

aλ(v, w) = (g, w)H ∀w ∈ W,
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i.e. ∫ L

0

vx((xw)xx + xw)dx+ λ

∫ L

0

v(x)w(x)xdx =

∫ L

0

g(x)w(x)xdx. (3.4.9)

Picking any w ∈ D(0, L) results in

〈x(vxxx + vx + λv), w〉D′,D = 〈xg, w〉D′,D ∀w ∈ D(0, L), (3.4.10)

and hence
vxxx + vx + λv = g in D′(0, L). (3.4.11)

Since v ∈ H1
0 (0, L) and g ∈ L2

xdx, we have that v ∈ H3(ε, L) for all ε ∈ (0, L) and
vxxx ∈ L2

xdx. Picking any w ∈ T and ε ∈ (0, L), and scaling in (3.4.11) by xw yields∫ L

ε

vx((xw)xx + xw)dx+ [vxx(xw)− vx(xw)x]|Lε =

∫ L

ε

(g − λv)xwdx.

Letting ε→ 0 and comparing with (3.4.9), we obtain

−Lvx(L)wx(L) = lim
ε→0

(
εvxx(ε)w(ε)− vx(ε)(w(ε) + εwx(ε))

)
. (3.4.12)

Since vxxx ∈ L2
xdx, we obtain successively for some constant C > 0 and all ε ∈ (0, L)

|vxx(ε)− vxx(L)| ≤ (

∫ L

ε

x|vxxx|2dx)
1
2 (

∫ L

ε

x−1dx)
1
2 ≤ C| log ε| (3.4.13)

|vx(ε)| ≤ C. (3.4.14)

We infer from (3.4.13) that v ∈ H2(0, L), and hence v ∈ W . Furthermore, letting ε→ 0
in (3.4.12) and using (3.4.13)-(3.4.14) yields vx(L) = 0, since wx(L) was arbitrary. We
conclude that v ∈ D(A1). Conversely, it is clear that the operator A1 − λ maps D(A1)
into H, and actually onto H from the above computations. Hence A1 − λ generates a
strongly semigroup of contractions in H.

3.4.3 Well-posedness in L2
(L−x)−1dx

Theorem 3.8. Let A2u = −uxxx − ux with domain

D(A2) = {u ∈ H3(0, L) ∩H1
0 (0, L); uxxx ∈ L2

1
L−xdx

and ux(L) = 0} ⊂ L2
1

L−xdx
.

Then A2 generates a strongly continuous semigroup in L2
1

L−xdx
.

Proof. We will use Hille-Yosida theorem, and (partially) Theorem 3.6. Let

H = L2
1

L−xdx
, V = {u ∈ H1

0 (0, L), ux ∈ L2
1

(L−x)2
dx
}, W = H2

0 (0, L), (3.4.15)

be endowed respectively with the norms

||u||H = ||(L− x)−
1
2u||L2 , ||u||V = ||(L− x)−1ux||L2 , ||u||W = ||uxx||L2 . (3.4.16)
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From [34], we know that V endowed with || · ||V is a Hilbert space, and that

||(L− x)−2u||L2 ≤ 2

3
||(L− x)−1ux||L2 ∀u ∈ V, (3.4.17)

and hence

||u||H ≤ (

∫ L

0

L3

(L− x)4
u2(x)dx)

1
2 ≤ 2

3
L

3
2 ||u||V ∀u ∈ V. (3.4.18)

Thus V ⊂ H with continuous embedding. From Poincaré inequality, we have that ||·||W
is a norm on W equivalent to the H2−norm. On the other hand, from Hardy inequality∫ L

0

v2

(L− x)2
dx ≤ C

∫ L

0

v2
xdx ∀v ∈ H1(0, L) with v(L) = 0, (3.4.19)

we have that
||v||V ≤ C||v||W ∀v ∈ W. (3.4.20)

Thus W ⊂ V with continuous embedding. It is easily seen that D(0, L) is dense in H,
V , and W . Let

a(v, w) =

∫ L

0

[vx(
w

L− x
)xx + vx

w

L− x
]dx (v, w) ∈ V ×W.

Then

|a(v, w)| ≤ |
∫ L

0

vx(
wxx
L− x

+ 2
wx

(L− x)2
+ 2

w

(L− x)3
+

w

L− x
)dx|

≤ ||wxx||L2|| vx
L− x

||L2 + 2|| wx
L− x

||L2|| vx
L− x

||L2

+ || vx
L− x

||L2

(
2|| w

(L− x)2
||L2 + ||w||L2

)
≤ C||v||V ||w||W

by (3.4.17), (3.4.18), and (3.4.20). This shows that a is well defined and continuous.
Let us look at the coercivity of a. Pick any w ∈ D(0, L). Then

a(w,w) =

∫ L

0

wx
( wxx
L− x

+ 2
wx

(L− x)2
+ 2

w

(L− x)3
+

w

L− x
)
dx

=
3

2

∫ L

0

w2
x

(L− x)2
dx− 3

∫ L

0

w2

(L− x)4
dx− 1

2

∫ L

0

w2

(L− x)2
dx

≥ 1

6

∫ L

0

w2
x

(L− x)2
dx− 1

2

∫ L

0

w2

(L− x)2
dx

where we used (3.4.17) for the last line. Note that, using Cauchy-Schwarz inequality
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and (3.4.17), we have that

|| w

L− x
||2L2 ≤ ||(L− x)−

1
2w||L2||(L− x)−

3
2w||L2

≤ 2
√
L

3
||w||H ||w||V

≤ ε||w||2V +
L

9ε
||w||2H . (3.4.21)

If we pick ε ∈ (0, 1/3), we infer that for all w ∈ D(0, L)

a(w,w) +
L

18ε
||w||2H ≥

(1

6
− ε

2

)
||w||2V ≥ C||w||2V . (3.4.22)

The result is also true for any w ∈ W , by density. This shows that the continuous
bilinear form

aλ(v, w) = a(v, w) + λ(v, w)H

is coercive for λ > L/6. Let g ∈ H be given. By Theorem 3.6, there is at least one
solution v ∈ V of

aλ(v, w) = (g, w)H ∀w ∈ W. (3.4.23)

Pick such a solution v ∈ V , and let us prove that v ∈ D(A2). Picking any w ∈ D(0, L)
in (3.4.23) yields

vxxx + vx + λv = g in D′(0, L). (3.4.24)

As g ∈ L2(0, L) and v ∈ H1(0, L), we have that vxxx ∈ L2(0, L), and v ∈ H3(0, L). Pick
finally w of the form w(x) = x2(L−x)2w(x), where w ∈ C∞([0, L]) is arbitrary chosen.
Note that w ∈ W and that w/(L− x) ∈ H1

0 (0, L) ∩C∞([0, L]). Multiplying in (3.4.24)
by w/(L− x) and integrating over (0, L), we obtain after comparing with (3.4.23)

0 = −vx(
w

L− x
)x|L0 = −vx

(
(2xL− 3x2)w + x2(L− x)wx

)
|L0 = vx(L)L2w(L).

As w(L) can be chosen arbitrarily, we conclude that vx(L) = 0. Using (3.4.19) twice,
we infer that vx + λv ∈ H, and hence vxxx = g − (vx + λv) ∈ H. Therefore v ∈ D(A2).
Thus, for λ > L/6 we have that A2− λ : D(A2)→ H is onto. Let us check that A2− λ
is also dissipative in H. Pick any w ∈ D(A2). Then we obtain after some integrations
by parts that

(A2w,w)H = −3

2

∫ L

0

w2
x

(L− x)2
dx+ 3

∫ L

0

w2

(L− x)4
dx+

1

2

∫ L

0

w2

(L− x)2
dx− w2

x(0)

2L

and

(A2w − λw,w)H ≤ −(
1

6
− ε

2
)||w||2V −

w2
x(0)

2L
≤ 0

for ε < 1/3 and λ = L/(18ε). We conclude that A2 − λ is maximal dissipative for
λ > L/6, and thus it generates a strongly continuous semigroup of contractions in H
by Hille-Yosida theorem.
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A global Kato smoothing effect as in [34, 62] can as well be derived.

Proposition 3.7. Let H and V be as in (3.4.15)-(3.4.16), and let T > 0 be given.
Then there exists some constant C = C(L, T ) such that for any u0 ∈ H, the solution
u(t) = etA2u0 of (3.4.3) satisfies

||u||L∞(0,T,H) + ||u||L2(0,T,V ) ≤ C||u0||H . (3.4.25)

Proof. We proceed as in [34]. First, we notice that D(A2) is dense in H, so that it is
sufficient to prove the result when u0 ∈ D(A2). Note that the estimate ||u||L∞(0,T,H) ≤
C||u0||H is a consequence of classical semigroup theory. Assume u0 ∈ D(A2), so that
ut = A2u in the classical sense. Taking the inner product in H with u yields

(ut, u)H = −a(u, u) ≤ −C||u||2V +
L

18ε
||u||2H

where we used (3.4.22). An integration over (0, T ) completes the proof of the estimate
of ||u||L2(0,T,V ).

3.4.4 Non-homogeneous system

In this section we consider the nonhomogeneous system

ut + ux + uxxx = f(t, x) in (0, T )× (0, L), (3.4.26)

u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ), (3.4.27)

u(0, x) = u0 in (0, L). (3.4.28)

We need the prove the existence of a “reasonable” solution when solely

f ∈ L2(0, T,H−1(0, L)).

Proposition 3.8. Let u0 ∈ L2
xdx and f ∈ L2(0, T ;H−1(0, L)). Then there exists a

unique solution u ∈ C([0, T ], L2
xdx) ∩ L2(0, T,H1(0, L)) to (3.4.26)-(3.4.28). Further-

more, there is some constant C > 0 such that

||u||L∞(0,T,L2
xdx) + ||u||L2(0,T,H1(0,L)) ≤ C

(
||u0||L2

xdx
+ ||f ||L2(0,T,H−1(0,L)

)
. (3.4.29)

Proof. Assume first that u0 ∈ D(A1) and f ∈ C0([0, T ],D(A1)) to legitimate the fol-
lowing computations. Multiplying each term in (3.4.26) by xu and integrating over
(0, τ)× (0, L) where 0 < τ < T yields∫ τ

0

∫ L

0

xufdxdt =
1

2

∫ L

0

x|u(τ, x)|2dx− 1

2

∫ L

0

x|u0(x)|2dx

+
3

2

∫ τ

0

∫ L

0

|ux|2dxdt−
1

2

∫ τ

0

∫ L

0

|u|2dxdt. (3.4.30)

〈., .〉H−1,H1
0

denoting the duality pairing between H−1(0, L) and H1
0 (0, L), we have that

for all ε > 0∫ τ

0

∫ L

0

xufdxdt =

∫ τ

0

〈f, xu〉H−1,H1
0
≤ ε

2

∫ τ

0

∫ L

0

u2
xdxdt+ Cε

∫ τ

0

||f ||2H−1dt. (3.4.31)
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The last term in the l.h.s. of (3.4.30) is decomposed as

1

2

∫ τ

0

∫ L

0

|u|2dxdt =
1

2

∫ τ

0

∫ √ε
0

|u|2dxdt+
1

2

∫ τ

0

∫ L

√
ε

|u|2dxdt =: I1 + I2.

We claim that

I1 ≤
ε

2

∫ τ

0

∫ L

0

|ux|2dxdt, (3.4.32)

I2 ≤
1

2
√
ε

∫ τ

0

∫ L

0

x|u|2dxdt. (3.4.33)

For (3.4.32), since u(0, t) = 0 we have that for (t, x) ∈ (0, T )× (0,
√
ε)

|u(x, t)| ≤
∫ √ε

0

|ux|dx ≤ ε
1
4

( ∫ √ε
0

|ux|2dx
) 1

2

and hence ∫ √ε
0

|u|2dx ≤ ε

∫ √ε
0

|ux|2dx

which gives (3.4.32) after integrating over t ∈ (0, τ). (3.4.33) is obvious.
Gathering together (3.4.30)-(3.4.33), we obtain

1

2

∫ L

0

x|u(τ, x)|2dx+ (
3

2
− ε)

∫ τ

0

∫ L

0

|ux|2dxdt

≤ 1

2

∫ L

0

x|u0(x)|2dx+
1

2
√
ε

∫ τ

0

∫ L

0

x|u|2dxdt+ Cε

∫ τ

0

||f ||2H−1dt.

Letting ε = 1 and applying Gronwall’s lemma, we obtain

||u||2L∞(0,T,L2
xdx) + ||ux||2L2(0,T,L2(0,L)) ≤ C(T )

(
||u0||2L2

xdx
+ ||f ||2L2(0,T,H−1(0,L))

)
.

This gives (3.4.29) for u0 ∈ D(A1) and f ∈ C0([0, T ], D(A1)). A density argument
allows us to construct a solution u ∈ C([0, T ], L2

xdx) ∩ L2(0, T,H1(0, L)) of (3.4.26)-
(3.4.28) satisfying (3.4.29) for u0 ∈ L2

xdx and f ∈ L2(0, T,H−1(0, L)). The uniqueness
follows from classical semigroup theory.

Our goal now is to obtain a similar result in the spaces H and V introduced in
(3.4.15)-(3.4.16). To do that, we limit ourselves to the situation when f = (ρ(x)h)x
with h ∈ L2(0, T, L2(0, L)).

Proposition 3.9. Let u0 ∈ H and h ∈ L2(0, T, L2(0, L)), and set f := (ρ(x)h)x.
Then there exists a unique solution u ∈ C([0, T ], H) ∩ L2(0, T, V ) to (3.4.26)-(3.4.28).
Furthermore, there is some constant C > 0 such that

||u||L∞(0,T,H) + ||u||L2(0,T,V ) ≤ C
(
||u0||H + ||h||L2(0,T,L2(0,L))

)
. (3.4.34)
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Proof. Assume that u0 ∈ D(A2) and h ∈ C∞0 ((0, T )× (0, L)), so that f ∈ C1([0, T ], H).
Taking the inner product of ut − A2u− f = 0 with u in H yields

(ut, u)H = −a(u, u) + (f, u)H ≤ −C||u||2V +
L

18ε
||u||2H + (f, u)H , (3.4.35)

where we used (3.4.22). Then

|(f, u)H | = |
∫ L

0

(ρ(x)h)x
u

L− x
dx|

= |
∫ L

0

ρ(x)h
( ux
L− x

+
u

(L− x)2

)
dx|

≤ C||h||L2(|| ux
L− x

||L2 + || u

(L− x)2
||L2)

≤ C||h||L2 ||u||V ,

where we used (3.4.17) in the last line. Thus, we have that

|(f, u)H | ≤
C

2
||u||2V + C ′||h||2L2

which, when combined with (3.4.35), gives after integration over (0, τ) for 0 < τ < T

||u(τ)||2H + C

∫ τ

0

||u||2V dt ≤ ||u0||2H + C ′′
( ∫ τ

0

||u||2Hdt+

∫ τ

0

∫ L

0

|h|2dxdt
)
.

An application of Gronwall’s lemma yields (3.4.34) for u0 ∈ D(A2) and h ∈ C∞0 ((0, T )×
(0, L)). A density argument allows us to construct a solution u ∈ C([0, T ], H) ∩
L2(0, T, V ) of (3.4.26)-(3.4.28) satisfying (3.4.34) for u0 ∈ H and h ∈ L2(0, T, L2(0, L)).
The uniqueness follows from classical semigroup theory.

3.4.5 Controllability of the linearized system

We turn our attention to the control properties of the linear system

ut + uxxx + ux = f = (ρ(x)h)x, (3.4.36)

u(t, 0) = u(t, L) = ux(t, L) = 0, (3.4.37)

u(0, x) = u0(x). (3.4.38)

Theorem 3.9. Let T > 0 , ν ∈ (0, L) and ρ(x) as in (3.4.1). Then there exists
a continuous linear operator Γ : L2

1
L−xdx

→ L2(0, T, L2(0, L)) ∩ L2
(T−t)dt(0, T,H

1(0, L))

such that for any u1 ∈ L2
1

L−xdx
, the solution u of (3.4.36)-(3.4.38) with u0 = 0 and

h = Γ(u1) satisfies u(T, x) = u1(x) in (0, L).

Note that the forcing term f = (ρ(x)h)x is actually a function in L2
(T−t)dt(0, T, L

2(0, L))

supported in (0, T )× (L− ν, L).
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Proof. We use the Hilbert Uniqueness Method (see e.g. [42]). Introduce the adjoint
system

− vt − vxxx − vx = 0, (3.4.39)

v(t, 0) = v(t, L) = vx(t, 0) = 0, (3.4.40)

v(T, x) = vT (x). (3.4.41)

If u0 ≡ 0, vT ∈ D(0, L), and h ∈ D((0, T ) × (0, L)), then multiplying in (3.4.36) by v
and integrating over (0, T )× (0, L) gives∫ L

0

u(T, x)vT (x)dx =

∫ T

0

∫ L

0

(ρ(x)h)xvdxdt = −
∫ T

0

∫ L

0

ρ(x)hvxdxdt.

The usual change of variables x → L − x, t → T − t, combined with Proposition 3.8,
gives

||v||L∞(0,T,L2
(L−x)dx) + ||v||L2(0,T,H1(0,L)) ≤ C||vT ||L2

(L−x)dx
.

By a limiting argument, we obtain that for all h ∈ L2(0, T, L2(0, L)) and all vT ∈
L2

(L−x)dx,

〈u(T, .), vT 〉L2
1

L−xdx
,L2

(L−x)dx
= −

∫ T

0

(h, ρ(x)vx)L2dt,

where u and v denote the solutions of (3.4.36)-(3.4.38) and (3.4.39)-(3.4.41), respec-
tively, and 〈·, ·〉L2

1
L−xdx

,L2
(L−x)dx

denotes the duality pairing between L2
1

L−xdx
and L2

(L−x)dx.

We have to prove the following observability inequality

||vT ||2L2
(L−x)dx

≤ C

∫ T

0

∫ L

0

|ρ(x)vx|2dxdt (3.4.42)

or, equivalently, letting w(t, x) = v(T − t, L− x),

||w0||2L2
xdx
≤ C

∫ T

0

∫ L

0

|ρ(L− x)wx|2dxdt (3.4.43)

where w solves  wt + wxxx + wx = 0,
w(t, 0) = w(t, L) = wx(t, L) = 0,
w(0, x) = w0(x).

(3.4.44)

From [62], we know that for any q ∈ C∞([0, T ]× [0, L])

−
∫ T

0

∫ L

0

(qt + qxxx + qx)
w2

2
dxdt+

∫ L

0

(q
w2

2
)(T, x)dx−

∫ L

0

(q
w2

2
)(0, x)dx

+
3

2

∫ T

0

∫ L

0

qxw
2
xdxdt+

∫ T

0

(q
w2
x

2
)(t, 0)dt = 0.

We pick q(t, x) = (T − t)b(x), where b ∈ C∞([0, L]) is nondecreasing and satisfies

b(x) =

{
x if 0 < x < ν/4,
1 if ν/2 < x < L.
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This yields

||w0||2L2
xdx
≤ C(L, ν)

∫ L

0

b(x)w2
0(x)dx

≤ C(T, L, ν)
( ∫ T

0

∫ ν
2

0

w2
xdxdt+

∫ T

0

∫ L

0

w2dxdt
)
. (3.4.45)

If the estimate

||w0||2L2
xdx
≤ C

∫ T

0

∫ ν
2

0

w2
xdxdt (3.4.46)

fails, then one can find a sequence {wn0} ⊂ L2
xdx such that

1 = ||wn0 ||2L2
xdx

> n

∫ T

0

∫ ν
2

0

|wnx |2dxdt, (3.4.47)

where wn denotes the solution of (3.4.44) with w0 replaced by wn0 . By (3.4.29) and
(3.4.47), {wn} is bounded in L2(0, T,H1(0, L)), hence also in H1(0, T,H−2(0, L)) by
(3.4.44). Extracting a subsequence, we have by Aubin-Lions’ lemma that wn converges
strongly in L2(0, T, L2(0, L)). Thus, using (3.4.45) and (3.4.47), we see that wn0 is a
Cauchy sequence in L2

xdx, and hence it converges strongly in this space. Let w0 denote
its limit in L2

xdx, and let w denote the corresponding solution of (3.4.44). Then

||w0||L2
xdx

= 1,

wn → w in L2(0, T,H1(0, L)).

But wnx → 0 in L2(0, T, L2(0, ν/2)) by (3.4.47). Thus wx ≡ 0 in (0, T ) × (0, ν/2), and
hence w(t, x) = g(t) (for some function g) in (0, T )× (0, ν/2). Since w satisfies (3.4.44),
we infer from w(t, 0) = 0 that w ≡ 0 in (0, T ) × (0, ν/2), and also in (0, T ) × (0, L)
by Holmgren’s theorem. This would imply that w(0, x) = 0, in contradiction with
||w0||L2

xdx
= 1. Therefore (3.4.46) is proved, and (3.4.43) follows at once.

We are in a position to apply H.U.M. Let Λ(vT ) = (L−x)−1u(T, .) ∈ L2
(L−x)dx, where

u solves (3.4.36)-(3.4.38) with h = −ρ(x)vx. Then Λ : L2
(L−x)dx → L2

(L−x)dx is clearly

continuous. On the other hand, from (3.4.42)(
Λ(vT ), vT

)
L2
(L−x)dx

= 〈u(T, .), vT 〉L2
1

L−xdx
,L2

(L−x)dx
=

∫ T

0

||ρ(x)vx||2L2dt ≥ C||vT ||2L2
(L−x)dx

,

and it follows that the map vT → Λ(vT ) is invertible in L2
(L−x)dx.

Define the map Γ : L2
1

L−xdx
→ L2(0, T, L2(0, L)) by Γ(u1) = h := −ρ(x)vx, where v

is the solution of (3.4.39)-(3.4.41) with vT = Λ−1((L − x)−1u1). Γ is continuous from
L2

1
L−xdx

to L2(0, T, L2(0, L)), and the solution u of (3.4.36)-(3.4.38) with u0 = 0 and

h = Γ(u1) satisfies u(T, .) = u1. To prove that Γ is also continuous from L2
1

L−xdx
into

L2
(T−t)dt(0, T,H

1(0, L)), it is sufficient to prove the following estimate∫ T

0

||v(t)||2H2(T − t)dt ≤ C||vT ||2L2
(L−x)dx

,
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for the solutions of (3.4.39)-(3.4.41) or, alternatively, the estimate∫ T

0

||w||2H2 tdt ≤ C||w0||2L2
xdx

(3.4.48)

for the solutions of (3.4.44). By Proposition 3.8,∫ T

0

||w||2H1
0 (0,L)dt ≤ C||w0||2L2

xdx
. (3.4.49)

This yields for w0 ∈ L2(0, L)∫ T

0

||w||2H1
0 (0,L)dt ≤ C||w0||2L2 . (3.4.50)

Assume now that w0 ∈ D(A), and let u0 = Aw0 = −w0,xxx − w0,x. Denote by w (resp.
u) the solution of (3.4.44) issuing from w0 (resp. u0). Then

Aw = −wxxx − wx = u ∈ L2(0, T,H1
0 (0, L)),

and we infer that w ∈ L2(0, T,H4(0, L)). By interpolation, this gives that w ∈
L2(0, T,H2(0, L)) if w0 ∈ H1

0 (0, L), with an estimate of the form∫ T

0

||w||2H2(0,L)dt ≤ C||w0||2H1
0 (0,L). (3.4.51)

The different constants C in (3.4.49)-(3.4.51) may be taken independent of T for 0 <
T < T0. Thus, using Fubini’s theorem, we obtain∫ T

0

s||w(s)||2H2ds =

∫ T

0

(

∫ T

t

||w(s)||2H2ds)dt ≤ C

∫ T

0

||w(t)||2H1
0 (0,L)dt ≤ C||w0||2L2

xdx
.

This completes the proof of (3.4.48) and of Theorem 3.9.

3.4.6 Exact controllability of the nonlinear system

Our aim is to prove the local exact controllability in L2
1

L−xdx
of system (3.4.2). Note

that the solutions of (3.4.2) can be written as

u = uL + u1 + u2,

where uL is the solution of (3.4.3) with initial data u0 ∈ L2
1

L−xdx
, u1 is solution of u1,t + u1,x + u1,xxx = f = (ρ(x)h)x in (0, T )× (0, L),

u1(t, 0) = u1(t, L) = u1,x(t, L) = 0 in (0, T ),
u1(0, x) = 0 in (0, L)

(3.4.52)

with h = h(t, x) ∈ L2(0, T ;L2(0, L)), and u2 is solution of u2,t + u2,x + u2,xxx = g(t, x) in (0, T )× (0, L),
u2(t, 0) = u2(t, L) = u2,x(t, L) = 0 in (0, T ),
u2(0, x) = 0 in (0, L),

(3.4.53)
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with g = g(t, x) = −uux.
The following result is concerned with the solutions of the non-homogeneous system

(3.4.53).

Proposition 3.10. (i) Let H and V be as in (3.4.15)-(3.4.16) If u, v ∈ L2(0, T ;V ),
then uvx ∈ L1(0, T ;H). Furthermore, the map

(u, v) ∈ L2(0, T ;V )2 → uvx ∈ L1(0, T ;H)

is continuous and there exists a constant c > 0 such that

‖uvx‖L1(0,T ;H) ≤ c ‖u‖L2(0,T ;V ) ‖v‖L2(0,T ;V ) . (3.4.54)

(ii) For g ∈ L1(0, T ;H), the mild solution u of (3.4.53) given by Duhamel formula
satisfies

u2 ∈ C([0, T ] ;H) ∩ L2(0, T ;V ) =: G
and we have the estimate

||u2||L∞(0,T,H) + ||u2||L2(0,T,V ) ≤ C||g||L1(0,T,H). (3.4.55)

Proof. For u, v ∈ V , we have

||uvx||L2
1

L−xdx
≤ ||u||L∞||

vx√
L− x

||L2 ≤ C||u||V ||v||V .

This gives (i). For (ii), we first assume that g ∈ C1([0, T ], H), so that

u2 ∈ C1([0, T ], H) ∩ C0([0, T ],D(A2)).

Taking the inner product of u2,t = A2u2 + g with u2 in H yields

(u2,t, u2)H ≤ −C||u2||2V + C ′||u2||2H + (g, u2)H (3.4.56)

where C,C ′ denote some positive constants. Integrating over (0, T ) and using the
classical estimate

||u2||L∞(0,T,H) ≤ C||g||L1(0,T,H)

coming from semigroup theory, we obtain (ii) when g ∈ C1([0, T ], H). The general case
(g ∈ L1(0, T,H)) follows by density.

Let Θ1(h) := u1 and Θ2(g) := u2, where u1 (resp. u2) denotes the solution of (3.4.52)
(resp. (3.4.53)). Then Θ1 : L2(0, T ;L2(0, L)) → G and Θ2 : L1(0, T ;L2

1
L−xdx

) → G are

well-defined continuous operators, by Propositions 3.9 and 3.10.
Using Proposition 3.10 and the contraction mapping principle, one can prove as in

[34, 56, 62] the existence and uniqueness of a solution u ∈ G of (3.4.2) when the initial
data u0 and the forcing term h are small enough. As the proof is similar to those of
Theorem 3.10, it will be omitted.

We are in a position to prove the main result of Section 3.4, namely the (local) exact
controllability of system (3.4.2).
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Theorem 3.10. Let T > 0. Then there exists δ > 0 such that for any u0, u1 ∈
L2

1
L−xdx

satisfying ‖u0‖L2
1

L−xdx
≤ δ, ‖u1‖L2

1
L−xdx

≤ δ, one can find a control function

h ∈ L2(0, T ;L2(0, L)) such that the solution u ∈ G of (3.4.2) satisfies u(T, ·) = u1 in
(0, L).

As in the linear case, the forcing term f = (ρ(x)h)x is actually a function in
L2

(T−t)dt(0, T, L
2(0, L)) supported in (0, T )× (L− ν, L).

Proof. To prove this result, we apply the contraction mapping principle, following
closely [62]. Let F denote the nonlinear map

F : L2(0, T ;V )→ G,

defined by

F(u) = uL + Θ1 ◦ Γ(uT − uL(T, ·) + Θ2(uux)(T, ·))−Θ2(uux),

where uL is the solution of (3.4.3) with initial data u0 ∈ L2
1

L−xdx
, Θ1 and Θ2 are defined

as above, and Γ is as in Theorem 3.9.
Remark that if u is a fixed point of F , then u is a solution of (3.4.2) with the control

h = Γ(uT − uL(T, ·) + Θ2(uux)(T, ·)), and it satisfies

u(T, ·) = uT ,

as desired. In order to prove the existence of a fixed point of F , we apply the Banach
fixed-point theorem to the restriction of F to some closed ball B(0, R) in L2(0, T ;V ).
(i) F is contractive. Pick any u, ũ ∈ B(0, R). Using (3.4.34) and (3.4.54)-(3.4.55), we
deduce that for some constant C, independent of u, ũ, and R, we have

‖F(u)−F(ũ)‖L2(0,T ;V ) ≤ 2CR ‖u− ũ‖L2(0,T ;V ) . (3.4.57)

Hence, F is contractive if R satisfies

R <
1

4C
, (3.4.58)

where C is the constant in (3.4.57).
(ii) F maps B(0, R) into itself. Using Proposition 3.7 and the continuity of the operators
Γ, Θ1, and Θ2, we infer the existence of a constant C ′ > 0 such that for any u ∈ B(0, R),
we have

‖F(u)‖L2(0,T ;V ) ≤ C ′(‖u0‖L2
1

L−xdx
+ ‖uT‖L2

1
L−xdx

+R2).

Thus, taking R satisfying (3.4.58) and R < 1/(2C ′) and assuming that ‖u0‖L2
1

L−xdx
and

‖uT‖L2
1

L−xdx
are small enough, we obtain that the operator F maps B(0, R) into itself.

Therefore the map F has a fixed point in B(0, R) by the Banach fixed-point Theorem.
The proof of Theorem 3.10 is complete.
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3.5 Final Comments

Let us consider the following system ut + ux + uux + uxxx = f in (0, T )× (0, L),
u(t, 0) = u(t, L) = ux(t, L) = 0 in (0, T ),
u(0, x) = u0(x) in (0, L),

(3.5.1)

where supp(f) ⊂ (0, T ) × ω with ω = (l1, l2) ⊂ (0, L). When ω is any open interval
in (0, L), system (3.5.1) is (locally ) null controllable in L2(0, L) with control inputs
f ∈ L2((0, T )× (0, L)). The position of the support is represented in Figure 1.

Fig. 1 - Null controllability: ω is any subinterval of (0, L).

If l2 = L (see Figure 2) and f takes the form f = (ρ(x)h)x with h ∈ L2(0, T ;L2(0, L))
and supp(ρ) ⊂ ω = (L− ν, L), then system (3.5.1) is exactly controllable in time T in
L2

1
L−xdx

. Note that the state space is a strict subspace of L2(0, L), and that the control

inputs f are taken in L2(0, T,H−1(0, L)) ∩ L2
(T−t)dt(0, T, L

2(0, L)).

Fig. 2 - Exact controllability: ω is a neighborhood of x = L

Finally, taking again ω = (l1, l2) ⊂ (0, L), we derived a regional controllability
in time T for system (3.5.1), in the sense that we had exact controllability on the
interval (0, l1) and null controllability on the interval (l2, L), taking control inputs f ∈
L2(0, T ;H−1(0, L)) with supp(f) ⊂ (0, T )×ω, and initial data u0 ∈ L2(0, L) (see Figure
3). The issue whether u can also be controlled on (l1, l2) is open.
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Fig. 3 - Regional controllability: ω is any subinterval of (0, L)



Chapter 4

Controllability of Boussinesq
Equation KdV-KdV type on a
Bounded Domain

4.1 Introduction

The classical Boussinesq systems were first derived by Boussinesq, in [11], to describe
the two-way propagation of small amplitude, long wave length gravity waves on the
surface of water in a canal. These systems and their higher-order generalizations also
arise when modeling the propagation of long-crested waves on large lakes or on the
ocean and in other contexts. In [6], the authors derived a four-parameter family of
Boussinesq systems to describe the motion of small amplitude long waves on the surface
of an ideal fluid under the gravity force and in situations where the motion is sensibly
two dimensional. More precisely, they studied a family of systems of the form{

ηt + wx + (ηw)x + awxxx − bηxxt = 0,
wt + ηx + wwx + cηxxx − dwxxt = 0.

(4.1.1)

In (4.1.1), η is the elevation from the equilibrium position, and w = wθ is the horizontal
velocity in the flow at height θh, where h is the undisturbed depth of the liquid. The
parameters a, b, c, d, that one might choose in a given modeling situation, are required
to fulfill the relations

a+ b =
1

2
(θ2 − 1

3
), c+ d =

1

2
(1− θ2) ≥ 0, θ ∈ [0, 1] . (4.1.2)

where θ ∈ [0, 1] specifies which horizontal velocity the variable w represents (cf. [6]).
Consequently,

a+ b+ c+ d =
1

3
As it has been proved in [6], the initial value problem for the linear system associated
with (4.1.1) is well posed on R if either C1 or C2 is satisfied, where

(C1) b, d ≥ 0, a ≤ 0, c ≤ 0;

(C2) b, d ≥ 0, a = c > 0.
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In mathematical studies, considerations have been mainly given to pure initial value
problems and well-posedness results [7]. However, the practical use of the above system
and its relatives does not always involve the pure initial value problem. Instead, the
initial boundary value problem often comes to the fore.

Recently, in [50], a rather complete picture of the control properties of (4.1.1) on
a periodic domain with a locally supported forcing term was given. According to the
values of the four parameters a, b, c, d, the linearized system may be controllable in
any positive time, or only in large time, or may not be controllable at all. These results
were also extended in [50] to the generic nonlinear system (4.1.1), i.e., when all the
parameters are different from 0.

When b = d = 0 and (C2) is satisfied, then necessarily a = c = 1/6. Nevertheless, the
scaling x→ x/

√
6, t→ t/

√
6 gives an system equivalent to (4.1.1) for which a = c = 1,

namely {
ηt + wx + (ηw)x + wxxx = 0,
wt + ηx + wwx + ηxxx = 0.

(4.1.3)

When the model is posed on a bounded interval, Rosier and Pazoto, in [58], investi-
gated the asymptotic behavior of the solutions assuming that b = d = 0 and a = c = 1.
More precisely, the authors studied the following Boussinesq system of KdV-KdV type{

ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L),
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L),

(4.1.4)

satisfying the boundary conditions
w(t, 0) = wxx(t, 0) = 0 in (0, T ),
wx(t, 0) = α0ηx(t, 0) in (0, T ),
w(t, L) = α2η(t, L) in (0, T ),
wx(t, L) = −α1ηx(t, L) in (0, T ),
wxx(t, L) = −α2ηxx(t, L) in (0, T ),

(4.1.5)

and initial conditions

η(0, x) = η0(x), w(0, x) = w0(x) in (0, L). (4.1.6)

In (4.1.4), α0, α1 and α2 denote some nonnegative real constants. The KdV–KdV
system is expected to admit global solutions on R, and it also possesses good control
properties on the torus [50].

Under the above boundary conditions, the authors observed that the derivative of
the energy associated with the system (4.1.4), with boundary conditions (4.1.5)-(4.1.6)
satisfies

dE

dt
= −α2 |η(L, t)|2 − α1 |ηx(L, t)|2 − α0 |ηx(0, t)|2 −

1

3
w3(L, t)−

∫ L

0

(ηw)xηdx

where

E(t) =
1

2

∫ L

0

(η2 + w2)dx.
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This indicates that the boundary conditions play the role of a feedback damping
mechanism, at least for the linearized system. Therefore, the following questions arise:

(i) Does E(t)→ 0, as t→ +∞?
(ii) If it is the case, can we give the decay rate?
The problem might be easy to solve when the underlying model has a intrinsic

dissipative nature. Moreover, in the context of coupled systems, in order to achieve the
desired decay property, the damping mechanism has to be designed in an appropriate
way in order to capture all the components of the system. The main result of Rosier
and Pazoto provides a positive answer to those questions.

Theorem 4.1. ([58]) Assume that α0 ≥ 0, α1 > 0 and α2 = 1. Then there exist some
numbers ρ > 0, C > 0 and µ > 0 such that for any (η0, w0) ∈ (L2(I))2 with

‖(η0, w0)‖(L2(I))2 ≤ ρ,

the system (4.1.4)-(4.1.6) admits a unique solution

(η, w) ∈ C(R+; (L2(I))2) ∩ C(R+∗; (H1(I))2) ∩ L2((0, 1); (H1(I))2),

which fulfills
‖(η, w)(t)‖(L2(I))2 ≤ Ce−µt ‖(η0, w0)‖(L2(I))2 , ∀t ≥ 0,

‖(η, w)(t)‖(H1(I))2 ≤ C
e−µt√
t
‖(η0, w0)‖(L2(I))2 , ∀t > 0.

To our knowledge, the boundary control of the Boussinesq system of KdV-KdV type
is completely open. The aim of this chapter is to investigate the control properties of
the following system{

ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L),
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L),

(4.1.7)

with the boundary conditions η(t, 0) = h0(t), η(t, L) = h1(t) in (0, T ),
w(t, 0) = g0(t), w(t, L) = g1(t) in (0, T ),
ηx(t, 0) = h2(t), wx(t, L) = g2(t) in (0, T )

(4.1.8)

and the initial conditions

η(0, x) = η0(x), w(0, x) = w0(x) in (0, L). (4.1.9)

A similar problem was studied by Rosier [62] in the case of the KdV equation con-
sidering only one control,{

ut + ux + uxxx + uux = 0 in (0, T )× (0, L),
u(t, 0) = u(t, L) = 0, ux(t, L) = g3(t) in (0, T ).

(4.1.10)

It was shown that the exact controllability of the linearized KdV equation holds in
L2(0, L) if, and only if, L does not belong to the following (discrete) set of critical
lengths

N :=

{
2π√

3

√
k2 + kl + l2 : k, l ∈ N∗

}
. (4.1.11)
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To begin with, we consider the linearized Boussinesq system{
ηt + wx + wxxx = 0 in (0, T )× (0, L),
wt + ηx + ηxxx = 0 in (0, T )× (0, L),

(4.1.12)

together with the boundary conditions (4.1.8) and the initial data (4.1.9).
The results established in this chapter show that, depending on the combination of

the controls gi and hi, two sets of critical lengths appear; namely N and the (new) set

R :=

{
π

√
(
1

2
+ 2k)2 + (

1

2
+ 2l)2 + (

1

2
+ 2k)(

1

2
+ 2l) : k, l ∈ N∗

}
. (4.1.13)

Introduce the space

X =
{

(η, w) ∈
[
H2(0, L) ∩H1

0 (0, L)
]2

: ηx(0) = wx(L) = 0
}

; (4.1.14)

and let X ′ denote the dual of X with respect to the pivot space L2(0, L)2. Some of the
main results in this chapter are stated in the following theorem.

Theorem 4.2. Let N , R, and X be defined by (4.1.11), (4.1.13), and (4.1.14), respec-
tively. Then the following holds.

(i) For any T > 0, L ∈ (0,+∞)\N , (η0, w0) ∈ (H−1(0, L))2 and (ηT , wT ) ∈
(H−1(0, L))2 there exist some controls h2, g2 ∈ L2(0, T ) such that the solution (η, w) ∈
C0([0, T ], (H−1(0, L))2) of (4.1.12) and (4.1.8)-(4.1.9), with hi = 0 and gi = 0 for
i = 0, 1, fulfills η(T, ·) = ηT and w(T, ·) = wT in (0, L);

(ii) For any T > 0, L ∈ (0,+∞)\N , (η0, w0) ∈ (H−1(0, L))2 and (ηT , wT ) ∈
(H−1(0, L))2, there exists a control h2 ∈ L2(0, T ) such that the solution (η, w) ∈
C0([0, T ], (H−1(0, L))2) of (4.1.12) and (4.1.8)-(4.1.9), with hi = 0 and gi = 0 for
i = 0, 1 and g2 = 0, fulfills η(T, ·) = ηT and w(T, ·) = wT in (0, L);

(iii) For any T > 0, L > 0, (η0, w0) ∈ X ′ and (ηT , wT ) ∈ X ′, there exist some
controls h1, g1 ∈ L2(0, T ) such that, the solution (η, w) ∈ C([0, T ], X ′ of (4.1.12) and
(4.1.8)-(4.1.9), with hi = 0 and gi = 0 for i = 0, 2, fulfills η(T, ·) = ηT and w(T, ·) = wT
in (0, L);

(iv) For any T > 0, L ∈ (0,+∞)\(N ∪R), (η0, w0) ∈ X ′ and (ηT , wT ) ∈ X ′, there
exists a control g1 ∈ L2(0, T ) such that the solution (η, w) ∈ C0([0, T ], X ′) of (4.1.12)
and (4.1.8)-(4.1.9), with hi = 0 and gi = 0 for i = 0, 2 and h1 = 0, fulfills η(T, ·) = ηT
and w(T, ·) = wT in (0, L).

Actually, a more complete picture of the control results obtained in this chapter are
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presented in following table.

Controls Properties
h0 h1 h2 g0 g1 g2 Spaces State Lengths

1 0 0 ? 0 0 ? h2, g2 ∈ L2(0, T ) (η0, w0) ∈ [H−1(0, L)]
2 N

2 0 0 ? 0 0 0 h2 ∈ L2(0, T ) (η0, w0) ∈ [H−1(0, L)]
2 N

3 0 ? 0 0 ? 0 h1, g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ ∅
4 0 0 0 0 ? 0 g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ N ∪R
5 ? 0 0 0 ? 0 h0, g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ N ∪R
6 0 0 ? 0 ? 0 h2, g1 ∈ L2(0, T ) (η0, w0) ∈ X ′ N
7 0 ? 0 0 0 ? h1, g2 ∈ L2(0, T ) (η0, w0) ∈ X ′ N
8 ? ? 0 0 0 0 h0, h1 ∈ L2 (0, T ) (η0, w0) ∈ X ′ N
9 0 ? ? 0 0 0 h1, h2 ∈ L2 (0, T ) (η0, w0) ∈ X ′ ∅
10 0 0 ? ? 0 0 h2, g0 ∈ L2 (0, T ) (η0, w0) ∈ X ′ N

Table1. Controllability results for the linear system

To prove our control results, we use the classical duality approach based upon the
Hilbert Uniqueness Method (H.U.M.) due to J.-L. Lions [42], which reduces our control
properties to some observability inequalities for the adjoint systems. Next, to establish
the observability inequalities, we use the compactness-uniqueness argument due to E.
Zuazua (see the appendix in [42]) and some multipliers to reduce the problem to a
spectral problem. The spectral problem is finally solved by using a method introduced
in [62] and based on Fourier analysis and complex analysis.

Boussinesq system is more convenient than KdV as a model for the propagation
of water waves, as it is adapted to the wave propagation in the two directions, and
it is still valid after bounces of waves at the boundary. The initial value problem for
Boussinesq system is less developed than for KdV, probably because of the complexity
of the system. Nevertheless, it is striking that the control properties of Boussinesq
system are better understood than for KdV: indeed, the critical lengths for Boussinesq
system are explicitly given for any set of boundary controls, which is not the case for
KdV (e.g. the critical lengths are not explicitly known with a Dirichlet control at the
right point x = L, see [33]). This is probably due to the fact that x = 0 and x = L
(resp. w and η) play a symmetric role for the linearized Boussinesq system. The price
to be paid is the lack of the Kato smoothing effect in general, which makes the extension
of the control results to the nonlinear Boussinesq system delicate.

In what concerns the nonlinear problem, due to technical difficulties that come from
the lack of regularity of solutions, special boundary conditions are used. The issue of
the controllability of the nonlinear system (4.1.7) with the boundary conditions (4.1.8)
will be investigated elsewhere.

Thus, we consider the system{
ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L),
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L).

(4.1.15)
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satisfying either the boundary conditions η(t, 0) = η(t, L) = ηx(t, 0) = 0 in (0, T ),
w(t, 0) = w(t, L) = 0 in (0, T ),
wx(t, L) + α1ηx(t, L) = g2(t) in (0, T ),

(4.1.16)

or the boundary conditions
η(t, L) = ηx(t, 0) = 0 in (0, T ),
w(t, 0) = w(t, L) = 0 in (0, T ),
α2η(t, 0) + α3ηx(t, L) + wxx(t, 0) = h0(t) in (0, T ),
wx(t, L)− α3(η(t, 0)− ηx(t, L)) = g2(t) in (0, T ),

(4.1.17)

where αi are positive constant for i = 1, 2, 3, and the initial conditions

η(0, x) = η0(x), w(0, x) = w0(x) in (0, L). (4.1.18)

With (4.1.16) or (4.1.17), a global Kato smoothing effect similar to those for KdV
can be derived. As a consequence, a result similar to Theorem 4.2 can be established for
the system above. More precisely, the following results concerning the well-posedness
and the exact controllability of the above systems will be established:

Theorem 4.3. Let X0 = (L2(0, L))2, T > 0 and L ∈ (0,+∞)\N , where N is defined by
(4.1.11). Then, there exists a constant δ > 0 such that for any initial data (η0, w0) ∈ X0

and and final data (ηT , wT ) ∈ X0 satisfying

‖(η0, w0)‖X0
≤ δ and ‖(ηT , wT )‖X0

≤ δ,

there exists a control g2 ∈ L2(0, T ) such that the solution

(η, w) ∈ C([0, T ] , X0) ∩ L2(0, T ; (H1(0, L))2) ∩H1(0, L; (H−2(0, L))2),

of (4.1.15) with (4.1.18) and the boundary conditions (4.1.16) satisfies η(T, ·) = ηT and
w(T, ·) = wT in (0, L).

Theorem 4.4. Let T > 0 and L ∈ (0,+∞)\N . Then, there exists a constant δ > 0
such that for any initial data (η0, w0) ∈ X0 and and final data (ηT , wT ) ∈ X0 satisfying∥∥(η0, w0)

∥∥
X0
≤ δ and

∥∥(η1, w1)
∥∥
X0
≤ δ,

there exist two controls (h0, g2) ∈ (L2(0, T ))2 such that the solution

(η, w) ∈ C([0, T ] , X0) ∩ L2(0, T ; (H1(0, L))2) ∩H1(0, L; (H−2(0, L))2),

of (4.1.15) with (4.1.18) and the boundary condition (4.1.17) satisfies η(T, ·) = ηT and
w(T, ·) = wT in (0, L).

The second part of the work is devoted to the study of the exponential decay of E(t)
when g2 = h2 = 0. In this case, the energy associated with (4.1.15) with boundary
conditions (4.1.16) (resp. (4.1.17)) satisfies

d

dt
E = −α1 |ηx(t, L)|2 −

∫ L

0

(ηw)xηdx
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(resp.
d

dt
E = −α2 |η(t, 0)|2 − α3 |ηx(t, L)|2 −

∫ L

0

(ηw)xηdx).

Thus, as in [58], we obtain the following result:

Theorem 4.5. Assume that α1, α2, α3 > 0 and L ∈ (0,+∞)\N . Then, there exist
some numbers ρ > 0, C > 0 and µ > 0 such that for any (η0, w0) ∈ (L2(I))2 with

‖(η0, w0)‖(L2(I))2 ≤ ρ,

the system (4.1.15) with boundary conditions (4.1.16) (or (4.1.17)) and initial condition
(4.1.18) admits a unique solution

(η, w) ∈ C(R+; (L2(I))2) ∩ C(R+∗; (H1(I))2) ∩ L2((0, 1); (H1(I))2),

which fulfills
‖(η, w)(t)‖(L2(I))2 ≤ Ce−µt ‖(η0, w0)‖(L2(I))2 , ∀t ≥ 0,

‖(η, w)(t)‖(H1(I))2 ≤ C
e−µt√
t
‖(η0, w0)‖(L2(I))2 , ∀t > 0.

4.2 Well-Posedness

4.2.1 Linear homogeneous system

In this section we study the existence of solution of the linear system{
ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,

(4.2.1)

satisfying the boundary conditions{
η (t, 0) = η (t, L) = ηx (t, 0) = 0 in (0, T )
w (t, 0) = w (t, L) = wx (t, L) = 0 in (0, T ) ,

(4.2.2)

and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.2.3)

Let X0 = (L2 (0, L))
2

endowed with the usual inner product and consider the operator
A : D (A) ⊂ X0 → X0, where

D (A) =
{

(η, w) ∈
(
H3 (0, L)

)2
; η (0) = w (0) = η (L) = w (L) = ηx (0) = wx (L) = 0

}
,

and

A (η, w) =

(
−wx − wxxx
−ηx − ηxxx

)
, ∀ (η, w) ∈ D (A) . (4.2.4)
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With the notation introduce above, system (4.2.1) can be now written as an abstract
Cauchy problem in X0 {

(η, w)t = A (η, w) ,
(η, w) (0) = (η0, w0) .

(4.2.5)

On the other hand, the adjoint of the operator A (denoted by A∗) is give by

A∗ (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
, ∀ (ϕ, ψ) ∈ D (A∗) , (4.2.6)

where A∗ : D (A∗) ⊂ X0 → X0 with

D (A∗) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

Proposition 4.1. The operators A and A∗ are dissipative in X0.

Proof. Consider (η, w) ∈ D(A). By multiplying the first equation of the system (3.2.1)
by η, the second one by w and integrating by parts in (0, L), we obtain∫ L

0

(wx + wxxx)ηdx = −
∫ L

0

wηxdx−
∫ L

0

wxxηxdx

and ∫ L

0

(ηx + ηxxx)wdx = −
∫ L

0

wηxdx−
∫ L

0

ηxxwxdx.

Therefore,

〈A(η, w), (η, w)〉X0
= −

∫ L

0

(ηxwx)xdx = 0.

Hence A is dissipative in X0. Analogously, we deduce that

〈A∗(ϕ, ψ), (ϕ, ψ)〉X0
= 0, ∀(ϕ, ψ) ∈ D(A∗),

i.e., A∗ is dissipative in X0.

Since A and A∗ are both dissipative, A is a closed operator and the respective
domains D(A) and D(A∗) are dense and compactly embedded in X0 we conclude that
A generates a C0 semigroup of contractions in X0 which will be denoted by (S(t))t≥0.
Then, classical existence results give us the global well-posedness for (4.2.1)-(4.2.3):

Theorem 4.6. Let (η0, w0) ∈ X0. Then, there exists a unique weak solution (η, w) =
S (·) (η0, w0) of (4.2.1)-(4.2.3) such that

(η, w) ∈ C ([0, T ] ;X0) . (4.2.7)

Moreover, if (η0, w0) ∈ D (A), then (4.2.1)-(4.2.3) has a unique (classical) solution
(η, w) such that

(η, w) ∈ C ([0, T ] ;D (A)) ∩ C1 (0, T ;X0) . (4.2.8)

Using the previous results and some interpolation argument, we derive the global
well-posedness result in each space [Hs(0, L)]2, for s ∈ [0, 3].
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Corollary 4.1. For any s ∈ [0, 3] and any (η0, w0) ∈ [Hs (0, L)]2 the solution (η, w) of
(4.2.1)-(4.2.3) belongs to C([0, T ]; [Hs(0, L)]2).

Remark 4.1. Observe that due to the boundary conditions (4.2.2) we can not prove
the so-called Kato smoothing effect. Therefore, for the analysis of the controllability
properties, we consider more regular initial data.

4.2.2 Adjoint System

In this subsection, we introduce the time-backward system associated to (4.2.1)-(4.2.2).
First we multiply the first equation of (4.2.1) by ϕ and the second one by ψ and
integrating in (0, T )× (0, L), i.e.,∫ T

0

∫ L

0

(ηt + wx + wxxx)ϕdxdt = 0

and ∫ T

0

∫ L

0

(wt + ηx + ηxxx)ψdxdt = 0.

Assuming that the functions η, w, ϕ, ψ are sufficiently regular, we obtain, after inte-
gration by parts,

0 =

∫ T

0

∫ L

0

[η(−ϕt − ψx − ψxxx) + w (−ψt − ϕx − ϕxxx)] dxdt

+

∫ L

0

[ηϕ+ wψ]T0 dx

+

∫ T

0

(w (t, L)ϕ (t, L)− w (t, 0)ϕ (t, 0)) dt

+

∫ T

0

(wxx (t, L)ϕ (t, L)− wxx (t, 0)ϕ (t, 0)) dt

−
∫ T

0

(wx (t, L)ϕx (t, L)− wx (t, 0)ϕx (t, 0)) dt (4.2.9)

+

∫ T

0

(w (t, L)ϕxx (t, L)− w (t, 0)ϕxx (t, 0)) dt

+

∫ T

0

(n (t, L)ψ (t, L)− η (t, 0)ψ (t, 0)) dt

+

∫ T

0

(ηxx (t, L)ψ (t, L)− ηxx (t, 0)ψ (t, 0)) dt

−
∫ T

0

(ηx (t, L)ψx (t, L)− ηx (t, 0)ψx (t, 0)) dt

+

∫ T

0

(η (t, L)ψxx (t, L)− η (t, 0)ψxx (t, 0)) dt.
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Having (4.2.9) in hands, we consider the following time-backward system{
ϕt + ψx + ψxxx = 0 in (0, T )× (0, L) ,
ψt + ϕx + ϕxxx = 0 in (0, T )× (0, L) ,

(4.2.10)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.2.11)

and the initial conditions

ϕ (T, x) = ϕ1 (x) , ψ (T, x) = ψ1 (x) in (0, L) . (4.2.12)

Remark that the change of variable t 7→ T − t reduces system (4.2.10)-(4.2.12) to{
ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,

(4.2.13)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.2.14)

and the initial conditions

ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) . (4.2.15)

Thus, (4.2.13)-(4.2.15) is equivalent to{
(ϕ, ψ)t = A∗ (ϕ, ψ) ;
(ϕ, ψ) (0) = (ϕ0, ψ0) ,

where A∗ is given by (4.2.6). Observe that the properties of the solutions of (4.2.13)-
(4.2.15) are similar to the ones deduced in Theorem 4.6 and Corollary 4.1. More
precisely, we have

Theorem 4.7. Let (ϕ0, ψ0) ∈ X0. Then there exist a unique weak solution (ϕ, ψ) =
S (·) (ϕ0, ψ0) of (4.2.13)-(4.2.15) such that

(ϕ, ψ) ∈ C ([0, T ] ;X0) . (4.2.16)

Moreover, if (ϕ0, ψ0) ∈ D (A∗), then (4.2.13)-(4.2.15) has a unique (classical) solution
(ϕ, ψ) such that

(ϕ, ψ) ∈ C ([0, T ] ;D (A∗)) ∩ C1 (0, T ;X0) . (4.2.17)

Using the previous results and some interpolation argument, we derive the global
well-posedness result in each space [Hs(0, L)]2, for s ∈ [0, 3].

Corollary 4.2. For any s ∈ [0, 3] and any (ϕ0, ψ0) ∈ [Hs (0, L)]2 the solution (ϕ, ψ) of
(4.2.13)-(4.2.15) belongs to C([0, T ]; [Hs(0, L)]2).
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4.2.3 Linear non-homogeneous system

Now we use the adjoint system to define our solution by transposition. Consider the
nonhomogeneous system given by{

ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,

(4.2.18)

satisfying the boundary conditions{
η (t, 0) = h0 (t) , η (t, L) = h1 (t) , ηx (t, 0) = h2 (t) in (0, T )
w (t, 0) = g0 (t) , w (t, L) = g1 (t) , wx (t, L) = g2 (t) in (0, T ) ,

(4.2.19)

and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.2.20)

From (4.2.9), (4.2.11) and (4.2.19), we have that

0 =

∫ L

0

[ηϕ+ wψ]T0 dx−
∫ T

0

g2 (t)ϕx (t, L) dt

+

∫ T

0

(g1 (t)ϕxx (t, L)− g0 (t)ϕxx (t, 0)) dt+

∫ T

0

h2 (t)ψx (t, 0) dt (4.2.21)

+

∫ T

0

(h1 (t)ψxx (t, L)− h0 (t)ψxx (t, 0)) dt.

We introduce the Hilbert spaces

H =
[
H1

0 (0, L)
]2

(4.2.22)

endowed with the usual inner product and

X =
{

(η, w) ∈
[
H2 (0, L) ∩H1

0 (0, L)
]2

: ηx (0) = wx (L) = 0
}

(4.2.23)

⊂
[
H2 (0, L)

]2
,

endowed with the inner product of [H2 (0, L)]
2
. Observe that the dual of the space H

is H ′ := [H−1 (0, L)]
2

and the duality pairing 〈·, ·〉H′×H is defined by〈(
η0, w0

)
,
(
ϕ0, ψ0

)〉
H′×H =

〈
η0, ϕ0

〉
H−1(0,L)×H1

0 (0,L)
+
〈
w0, ψ0

〉
H−1(0,L)×H1

0 (0,L)
.

For the dual of the space X we denote

X ′ :=
({

(η, w) ∈
[
H2 (0, L) ∩H1

0 (0, L)
]2

: ηx (L) = wx (0) = 0
})′

and the duality pairing 〈·, ·〉X′×X is defined by〈(
η0, w0

)
,
(
ϕ0, ψ0

)〉
X′×X =

〈
η0, ϕ0

〉
X′×X +

〈
w0, ψ0

〉
X′×X .
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Replacing T by t in (4.2.21) and considering hi (t) = 0, gi (t) = 0, for i = 0, 1 it follows
that

〈(η (t) , w (t)) , (ϕ (t) , ψ (t))〉H′×H = −
∫ t

0

h2 (s)ψx (s, 0) ds+

∫ t

0

g2 (s)ϕx (s, L) dt

+
〈(
η0, w0

)
,
(
ϕ0, ψ0

)〉
H′×H . (4.2.24)

Now, considering h2 = g2 = 0 in (4.2.21) and replacing T by t, we obtain

〈(η (t) , w (t)) , (ϕ (t) , ψ (t))〉X′×X =

∫ t

0

h0 (s)ψxx (s, 0) ds−
∫ t

0

h1 (s)ψxx (s, L) dt

+

∫ t

0

g0 (s)ϕxx (s, 0) ds−
∫ t

0

g1 (s)ϕxx (s, L) dt

+
〈(
η0, w0

)
,
(
ϕ0, ψ0

)〉
X′×X . (4.2.25)

Definition 4.1. i) Given T > 0, (η0, w0) ∈ H ′ and (h2, g2) ∈ [L2 (0, T )]
2
, we call a

solution by transposition of (4.2.18)-(4.2.20) with hi = gi = 0, for i = 0, 1, a function

(η, w) ∈ C ([0, T ] , H ′) , (4.2.26)

satisfying (4.2.24), where (ϕ, ψ) is a solution of{
ϕt + ψx + ψxxx = 0 in (0, T )× (0, L) ,
ψt + ϕx + ϕxxx = 0 in (0, T )× (0, L) ,

(4.2.27)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.2.28)

and the initial conditions

ϕ (T, x) = 0, ψ (T, x) = 0 in (0, L) . (4.2.29)

ii) Given T > 0, (η0, w0) ∈ X ′ and (h0, g0, h1, g1) ∈ [L2 (0, T )]
4
, we call a solution

by transposition of (4.2.18)-(4.2.20) with h2 = g2 = 0, a function

(η, w) ∈ C ([0, T ] , X ′) , (4.2.30)

satisfying (4.2.25), where (ϕ, ψ) is a solution of (4.2.27)-(4.2.29).

Remark 4.2. Observe that the maps

Ξ0 :
(
ϕ1, ψ1

)
∈ H 7−→ (ϕ (t) , ψ (t)) ∈ H

and
Ξ1 :

(
ϕ1, ψ1

)
∈ X 7−→ (ϕ (t) , ψ (t)) ∈ H,

are isomorphisms of Hilbert spaces for any t ∈ R, therefore (4.2.24) and (4.2.25) define
(4.2.26) and (4.2.30), respectively, in a unique way.
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4.3 Exact Boundary Controllability For The Linear System:
Neumann boundary condition

This section is devoted to the analysis of the exact controllability property of the
linear system corresponding to (4.1.7) with boundary controls of Neumann type. More
precisely, given T > 0 and (η0, w0),

(
ηT , wT

)
:= (η1, w1) ∈ Σ, we study the existence of

controls (h2, g2) ∈ Σ1 such that the solution (η, w) of the system ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.3.1)

satisfying the boundary conditions{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = h2 (t) in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) = g2 (t) in (0, T ) ,

(4.3.2)

satisfies
η (T, ·) = η1, w (T, ·) = w1 in Σ. (4.3.3)

The spaces Σ and Σ1 will be defined later.

Definition 4.2. Let T > 0. System (4.3.1) is exact controllable in time T if for any
initial and final data (η0, w0), (η1, w1) ∈ Σ, there exist control functions (h2, g2) ∈ Σ1

such that the solution of (4.3.1)-(4.3.2) satisfies (4.3.3).

Remark 4.3. Without loss of generality, we may study only the exact controllability
property for the case η0 = w0 = 0. Indeed, let (η0, w0), (η1, w1) be arbitrarily in Σ and
let (h2, g2) ∈ Σ1 be controls which lead the solution (ϕ, ψ) of (4.3.1) from the zero initial
data to the final state (η1, w1)−S (T ) (η0, w0) (we recall that (S(t))t≥0 is the semigroup
generated by the differential operator A corresponding to (4.3.1). It follows immediately
that these controls also lead to the solution (η, w)+S (·) (η0, w0) of (4.3.1) from (η0, w0)
to the final state (η1, w1).

From now on, we shall consider only the case η0 = w0 = 0. For the analysis of
the controllability we will consider several cases regarding the amount of controls on
(4.3.2).

4.3.1 Double control

In this section we study the exact controllability, in time T , for the system (4.3.1)-
(4.3.2). We first give an equivalent condition for the exact controllability property:

Lemma 4.1. Let (η1, w1) ∈ Σ := H ′. Then, there exist two control (h2 (t) , g2 (t)) ∈
Σ1 := [L2 (0, L)]

2
, such that the solution (η, w) of (4.3.1)-(4.3.2) satisfies (4.3.3) if and

only if 〈(
η1, w1

)
,
(
ϕ1, ψ1

)〉
H′×H =

∫ T

0

(h2 (t)ψx (t, 0)− g2 (t)ϕx (t, L)) dt, (4.3.4)

for any (ϕ1, ψ1) ∈ H, (ϕ, ψ) being the solution of the backward system (4.2.10)-(4.2.12).
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Proof. The relation (4.3.4) is obtained multiplying the equations in (4.3.1) by the so-
lution (ϕ, ψ) of (4.2.10)-(4.2.12) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result

Theorem 4.8. Let N =

{
2π
√

k2+kl+l2

3
: k, l ∈ N∗

}
. Then, ∀ L ∈ (0,+∞) \N and ∀

T > 0, ∃ C (T, L) > 0 such that

∥∥(ϕ1, ψ1
)∥∥2

H
≤ C

∫ T

0

(
|ϕx (t, L)|2 + |ψx (t, 0)|2

)
dt, (4.3.5)

holds for any (ϕ1, ψ1) ∈ H, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.12) with initial
data (ϕ1, ψ1).

In order to prove Theorem 4.8, we need some basic estimates for the solution of
adjoint system (4.2.10)-(4.2.12). Therefore, the following result will be needed:

Lemma 4.2. For any (ϕ, ψ) solution of (4.2.10)-(4.2.11) with initial data (ϕ1, ψ1) ∈ H,
there exists C > 0 such that

‖(ϕ, ψ)‖L2(0,T ;H) ≤ C
∥∥(ϕ1, ψ1

)∥∥
H

. (4.3.6)

Moreover there exist c1 > 0, c2 > 0 and c3 > 0, such that∥∥(ϕ1, ψ1
)∥∥

H
≤ c1 ‖(ϕ, ψ)‖L2(0,T ;H) , (4.3.7)

‖(ϕ, ψ)‖2
L2(0,T ;H) ≤ c2

{∥∥(ϕ1, ψ1
)∥∥2

(L2(0,L))2
+

∫ T

0

|ϕx (t, L)|2 dt
}

(4.3.8)

and

‖(ϕ, ψ)‖2
L2(0,T ;H) ≤ c3

{∥∥(ϕ1, ψ1
)∥∥2

(L2(0,L))2
+

∫ T

0

|ψx (t, 0)|2 dt
}

. (4.3.9)

Proof. Observe that the estimate (4.3.6) holds directly from Theorem 4.7 and Corollary
4.2 and, since

(ϕ, ψ) ∈ C0 ([0, T ] ;H) ,

it follows that (ϕ (t) , ψ (t)) ∈ H, for all t ∈ (0, T ).

Now, pick any U1 = (ϕ1, ψ1) ∈ (H3 (0, L))
2

and write U (t) = (η (t) , w (t)) = S (t)U1.
Let V (t) = Ut (t) = A∗U (t). Then V is a mild solution of the system{

Vt = A∗V
V (T ) = A∗U1 ∈ X0,

and therefore ‖V (t)‖X0
= ‖V1‖X0

. Since V (t) = A∗U (t), V1 = A∗U1, and the norms

‖U‖X0
+ ‖AU‖X0

and ‖U‖(H3(0,L))2 are equivalent in (H3 (0, L))
2
, we conclude that
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‖U (t)‖(H3(0,L))2 = ‖U1‖(H3(0,L))2 . The fact that (4.3.7) is still valid for Hs, 0 < s < 3,

follows from a standard interpolation argument, since Hs = [H0, H3]s/3.

Now, we prove (4.3.8). We multiply the first equation of (4.2.10) by xψ, the second
one by xϕ and integrate in (0, T )× (0, L), to obtain∫ L

0

∫ T

0

(xψ) (ϕt + ψx + ψxxx) dxdt = 0

and ∫ L

0

∫ T

0

(xϕ) (ψt + ϕx + ϕxxx) dxdt = 0.

By integration by parts we have∫ L

0

∫ T

0

xϕtψdxdt+
3

2

∫ L

0

∫ T

0

|ψx|2 dxdt−
1

2

∫ ∫
|ψ|2 dxdt = 0 (4.3.10)

and∫ L

0

∫ T

0

xψtϕdxdt+
3

2

∫ L

0

∫ T

0

|ϕx|2 dxdt−
1

2

∫ L

0

∫ T

0

|ϕ|2 dxdt− L

2

∫ T

0

|ϕx (L)|2 dt = 0.

(4.3.11)
Adding (4.3.10) and (4.3.11) we infer that

3

2

∫ L

0

∫ T

0

(
|ϕx|2 + |ψx|2

)
dxdt = −

∫ L

0

∫ T

0

(xϕψ)t dxdt+
1

2

∫ L

0

∫ T

0

(
|ϕ|2 + |ψ|2

)
dxdt

+
L

2

∫ T

0

|ϕx (L)|2 dt.

(4.3.12)
On the other hand, from the energy identity it follows that

−
∫ L

0

∫ T

0

(xϕψ)t dxdt = −
∫ L

0

xϕ1 (x)ψ1 (x) dx+

∫ L

0

xϕ0 (x)ψ0 (x) dx

≤ L

∫ L

0

(∣∣ϕ1
∣∣2 +

∣∣ψ1
∣∣2) dx (4.3.13)

and ∫ L

0

∫ T

0

(
|ϕ|2 + |ψ|2

)
=
∥∥(ϕ1, ψ1

)∥∥
(L2(0,L))2

, (4.3.14)

we can combine (4.3.12), (4.3.13) and (4.3.14) to obtain (4.3.8).
In order to prove (4.3.9), we multiply the first equation of (4.2.10) by (x− L)ψ, the

second one by (x− L)ϕ and integrate by parts in (0, T )× (0, L), to obtain

3

2

∫ L

0

∫ T

0

(
|ϕx|2 + |ψx|2

)
dxdt = −

∫ L

0

∫ T

0

((x− L)ϕψ)t dxdt

+
1

2

∫ L

0

∫ T

0

(
|ϕ|2 + |ψ|2

)
dxdt− L

2

∫ T

0

|ψx (0)|2 dt.

Now, using the arguments used in the proof of (4.3.8) we obtain the result.
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With Lemma 4.2 in hands, we can prove Theorem 4.8.

Proof of Theorem 4.8. The change of variable t = T − t transforms (4.2.10)-(4.2.12)
into (4.2.13)-(4.2.15). Hence, inequality (4.3.5) is equivalent to

∥∥(ϕ0, ψ0
)∥∥2

H
≤ C

∫ T

0

(
|ϕx (t, L)|2 + |ψx (t, 0)|2

)
dt, (4.3.15)

for any (ϕ0, ψ0) ∈ H, where (ϕ, ψ) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0, ψ0). First, observe that adding (4.3.8) and (4.3.9), we obtain

‖(ϕ, ψ)‖2
L2(0,T ;H) ≤ c

{∥∥(ϕ0, ψ0
)∥∥2

(L2(0,L))2
+

∫ T

0

(
|ϕx (t, L)|2 + |ψx (t, 0)|2

)
dt

}
,

where c := max {c2, c3}. Then, from (4.3.7), it follows that

∥∥(ϕ0, ψ0
)∥∥2

H
≤ c1c

{∥∥(ϕ0, ψ0
)∥∥2

(L2(0,L))2
+

∫ T

0

(
|ϕx (t, L)|2 + |ψx (t, 0)|2

)
dt

}
. (4.3.16)

Now we prove the observability (4.3.15). We proceed as in [62, Proposition 3.3].
Let us suppose that (4.3.15) does not hold. In this case, it follows that there exists a
sequence {(ϕ0

n, ψ
0
n)}n∈N in H such that∥∥(ϕ0

n, ψ
0
n

)∥∥
H

= 1, (4.3.17)

∫ T

0

|ϕn,x (t, L)|2 dt→ 0 in L2 (0, T ) (4.3.18)

and ∫ T

0

|ψn,x (t, 0)|2 dt→ 0 in L2 (0, T ) , (4.3.19)

where (ϕn, ψn) is the solution of (4.2.13)-(4.2.15) with initial data (ϕ0
n, ψ

0
n). From (4.3.6)

and (4.3.17), we obtain that {(ϕn, ψn)}n∈N is bounded in L2 (0, T ;H) and from (4.2.13)

we have that {((ϕn)t , (ψn)t)}n∈N is bounded in L2
(

0, T ; (H−2 (0, L))
2
)

. Since

H ↪→cc X0 :=
[
L2 (0, L)

]2
↪→ H−2 (0, L) ,

being the first embedding compact, it follows that {(ϕn, ψn)}n∈N is relatively compact
in L2 (0, T ;X0). Therefore, there exists a subsequence, still denoted by the same index,
such that

(ϕn, ψn) −→ (ϕ, ψ) in L2 (0, T ;X0) .

Moreover, since {(ϕn, ψn)}n∈N is bounded in L∞ (0, T ;H) ∩ H1
(

0, T ; (H−2 (0, L))
2
)

from Corollary 4 in [74] we obtain a subsequence satisfying

(ϕn, ψn) −→ (ϕ, ψ) in C
(

[0, T ] ;
(
H−1 (0, L)

)2
)

, for any T > 0. (4.3.20)



97

On the other hand, (4.3.16), (4.3.18), (4.3.19) and (4.3.17) together with compact

embedding H ↪→ (L2 (0, L))
2

allow us to conclude that {(ϕ0
n, ψ

0
n)}n∈N is a Cauchy

sequence in H. Therefore, at least for a subsequence,(
ϕ0
n, ψ

0
n

)
−→

(
ϕ0, ψ0

)
in H. (4.3.21)

In particular, from (4.3.20)

(ϕ, ψ) (0) = lim
n→+∞

(ϕn, ψn) (0) = lim
n→∞

(
ϕ0
n, ψ

0
n

)
=
(
ϕ0, ψ0

)
.

As (ϕ, ψ) ∈ L∞ (0, T ;H)∩C
(

[0, T ] , (H−1 (0, L))
2
)

, from Lemma 1.4 in [77] we deduce

that
(ϕ, ψ) ∈ Cω ([0, T ] ;H) ,

where Cω represent the space of weakly continuous functions form [0, T ] into H, and
(ϕ, ψ) = S (·) (ϕ0, ψ0). Furthermore, from (4.3.17) and (4.3.21),∥∥(ϕ0, ψ0

)∥∥
H

= 1 (4.3.22)

and from (4.3.18) and (4.3.19) , we have that

0 = lim
n→+∞

inf

{∫ T

0

(
|ϕn,x (t, L)|2 + |ψn,x (t, 0)|2

)
dt

}
≥
∫ T

0

(
|ϕx (t, L)|2 + |ψx (t, 0)|2

)
dt.

Then,
ϕx (·, L) = 0 and ψx (·, 0) = 0. (4.3.23)

Hence, (ϕ, ψ) is a solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.3.24)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.3.25)

and, in addition,
ϕx (·, L) = ψx (·, 0) = 0. (4.3.26)

Remark that (4.3.22) implies that the solutions of (4.3.24)-(4.3.26) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
result:

Lemma 4.3. For any T > 0, let NT denote the space of the initial states (ϕ0, ψ0) ∈
H such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.3.24)-(4.3.25) satisfies (4.3.26).
Then, for L ∈ (0,+∞) \N , NT = {0}, ∀T > 0.
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Proof. Let A be the operator

A (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
,∀ (ϕ, ψ) ∈ D (A) ,

with

D (A) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

We prove that
1. dim (NT ) < +∞;
2. NT ⊂ D (A) ;
3. A (NT ) ⊂ NT .

Assertion 1 follows from the fact that B1 (0) is a compact subset of NT . Indeed,
if {(ϕ0

n, ψ
0
n)}n∈N is a sequence in the unit ball {(ϕ0, ψ0) ∈ NT : ‖(ϕ0, ψ0)‖H ≤ 1}, we

can use the same argument used in the proof of Theorem 4.8 above to conclude that
{(ϕ0

n, ψ
0
n)}n∈N has a subsequence converging in H, i.e., B1 (0) is a compact subset of

NT . Hence, by Riesz’ Theorem NT is finite-dimensional.
In order to prove 2, we first observe that

T1 < T2 ⇒ NT2 ⊂ NT1 ⇒ dim (NT2) ≤ dim (NT1) .

Indeed, if (ϕ0, ψ0) ∈ NT2 , then the solution of (4.3.24)-(4.3.25) satisfies (4.3.26) in
L2 (0, T2). In particular, as T1 < T2, the solution of (4.3.24)-(4.3.25) also satisfies
(4.3.26) in L2 (0, T1), then (ϕ0, ψ0) ∈ NT1 . Thus, the map T 7−→ dim (NT ) defined in
R+, with values in N, is nonincreasing, which allows us to conclude that there exist
T, ε > 0, such that

dim (Nt) = dim (NT ) , ∀t ∈ [T, T + ε] .

We prove that NT ⊂ D (A). Let (ϕ0, ψ0) ∈ NT , (ϕ, ψ) = S (·) (ϕ0, ψ0) and 0 < t < ε.
Since

S (τ)
(
S (t)

(
ϕ0, ψ0

))
= S (τ + t)

(
ϕ0, ψ0

)
,

for 0 ≤ τ ≤ T and (ϕ0, ψ0) ∈ NT+ε = NT , we obtain that S (t) (ϕ0, ψ0) ∈ NT , and the

(corresponding) solution
(
ϕ̃, ψ̃

)
:= S (·) (S (t) (ϕ0, ψ0)) satisfies

ϕ̃x (·, L) = ψ̃x (·, 0) = 0 in L2 (0, L) .

Then,
S (τ) (ϕ0, ψ0)− (ϕ0, ψ0)

τ
∈ NT , (4.3.27)

for τ small enough. Indeed,

S (τ) (ϕ0, ψ0)− (ϕ0, ψ0)

τ
∈ H,



99

and(
ϕ̄, ψ̄

)
:= S (·)

(
S (τ) (ϕ0, ψ0)− (ϕ0, ψ0)

τ

)
=

(
S (·)S (τ) (ϕ0, ψ0)− S (·) (ϕ0, ψ0)

τ

)

=

(
ϕ̃, ψ̃

)
− (ϕ, ψ)

τ
,

is a solution of the problem and satisfies

ϕ̄x (·, L) = ψ̄x (·, 0) = 0 in L2 (0, L) .

Moreover, note that(
ϕ0, ψ0

)
∈ D (A)⇔ lim

t→0+

S (t) (ϕ0, ψ0)− (ϕ0, ψ0)

t
exist in H.

Now, we prove the existence of this limit in H. Set

MT :=
{(
ϕ̃, ψ̃

)
= S (τ)

(
ϕ̃0, ψ̃0

)
: 0 ≤ τ ≤ T :

(
ϕ̃0, ψ̃0

)
∈ NT

}
.

Observe that
MT ⊂ C ([0, T ] ;H)

and if (ϕ, ψ) ∈MT ,

(ϕ, ψ) ∈ H1
(

0, T + ε;
(
H−2 (0, L)

)2
)

.

Therefore,

lim
t→0+

(ϕ (t+ ·) , ψ (t+ ·))− (ϕ, ψ)

t
= (ϕ′, ψ′) (·) ∈ L2

(
0, T ;

(
H−2 (0, L)

)2
)

.

On the other hand, by (4.3.27)

(ϕ (t+ ·) , ψ (t+ ·))− (ϕ, ψ)

t
∈MT ,

for 0 < t < ε. Moreover, note that dim (MT ) < +∞, by the same arguments used to

prove that dim (NT ) is finite. So, MT is a subspace of L2
(

0, T ; (H−2 (0, L))
2
)

which has

finite dimension. Consequently, MT is closed in L2
(

0, T ; (H−2 (0, L))
2
)

and (ϕ′, ψ′) ∈
MT ⊂ C ([0, T ] ;H), i.e.,

(ϕ, ψ) ∈ C1 ([0, T ] ;H) .

Thus,

(ϕ′, ψ′) (0) = lim
t→0+

(ϕ (t) , ψ (t))− (ϕ0, ψ0)

t
= lim

t→0+

S (t) (ϕ0, ψ0)− (ϕ0, ψ0)

t

exist in H. Then, it follows that (ϕ0, ψ0) ∈ D (A).
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Finally, we prove 3. As dim (NT ) < +∞ and NT is a subspace of H, it follows that
NT is closed in H. Then, if (ϕ0, ψ0) ∈ NT ,

A
((
ϕ0, ψ0

))
= lim

t→+∞

S (t) (ϕ0, ψ0)− (ϕ0, ψ0)

t
∈ NT ,

therefore,
A (NT ) ⊂ NT ,

which concludes the proof of 1, 2, and 3.
If NT 6= {0}, the map (ϕ0, ψ0) ∈ CNT −→ A ((ϕ0, ψ0)) ∈ CNT (where CNT denote

the complexification of NT ) has (at least) one eigenvalue. Hence, there exists λ ∈ C
and (ϕ0, ψ0) ∈ (H3 (0, L))

2 \ {(0, 0)} such that
λϕ0 = (ψ0)

′
+ (ψ0)

′′′
,

λψ0 = (ϕ0)
′
+ (ϕ0)

′′′
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′
= 0.

(4.3.28)

To conclude the proof of the Lemma 4.3, we prove that this does not hold if L /∈ N .

Lemma 4.4. Let L > 0. Consider the assertion

(F) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 = (ψ0)

′
+ (ψ0)

′′′
,

λψ0 = (ϕ0)
′
+ (ϕ0)

′′′
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′
= 0.

Then, (F) holds if and only if L ∈ N .

Proof. Observe that setting v0 := ϕ0 + ψ0 and u0 = ϕ0 − ψ0, it follows that (v0, u0)
satisfies 

λv0 =
[
(v0)

′
+ (v0)

′′′]
,

λu0 = −
[
(u0)

′
+ (u0)

′′′]
,

v0 (0) = v0 (L) = (v0 (0))
′
= (v0 (L))

′
= 0,

u0 (0) = u0 (L) = (u0 (L))
′
= (u0 (0))

′
= 0.

Therefore, using the same argument of [62, Lema 3.5] the proof of Lemma 4.4 holds.
This completes the proof of Lemma 4.3 and also the proof of Theorem 4.8.

The following theorem gives a positive answer for the control problem (4.3.1)-(4.3.2):

Theorem 4.9. Let T > 0 and L ∈ (0,+∞) \N . Then, the system (4.3.1)-(4.3.2) is
exactly controllable in time T .
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Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕx (·, L)‖2

L2(0,T ) + ‖ψx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.3.29)

where (ϕ1, ψ1) ∈ H and (ϕ, ψ) is the solution of the backward system (4.2.10)-(4.2.11)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ H be a minimizer of Λ. By differentiating Λ, we obtain that (4.3.4)

is satisfied with h2 (t) = ψx (t, 0) ∈ L2 (0, T ) and g2 = ϕx (t, L) ∈ L2 (0, T ). Hence, in
order to get the controllability result it is sufficient to prove that Λ has at least one
minimum point. But from (4.3.4) and (4.3.5), it follows that

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕx (·, L)‖2

L2(0,T ) + ‖ψx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
H

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.9 is
complete.

Remark 4.4. When (η0, w0) = 0, H.U.M yields a (linear) continuous selection of the
control, namely

Γ :
(
η1, w1

)
∈ (H ′)

2 −→ (ϕx (·, L) , ψx (·, L)) ∈
(
L2 (0, T )

)2
,

where (ϕ, ψ) denotes the solution of (4.2.10)-(4.2.11) associated to with (ϕ1, ψ1) =
Λ−1 (η1, w1).

4.3.2 Single control

In this section we study the exact controllability, in time T , for the system (4.3.1)-
(4.3.2) with h2 = 0. We first give an equivalent condition for the exact controllability
property:

Lemma 4.5. Let (η1, w1) ∈ H ′. Then, there exists a control g2 (t) ∈ L2 (0, L), such
that the solution (η, w) of (4.3.1)-(4.3.2), with h2 = 0, satisfies (4.3.3) if and only if

〈(
η1, w1

)
,
(
ϕ1, ψ1

)〉
H′×H = −

∫ T

0

g2 (t)ϕx (t, L) dt (4.3.30)

for any (ϕ1, ψ1) ∈ H, (ϕ, ψ) being the solution of the backward system (4.2.10)-(4.2.12).

Proof. The relation (4.3.30) is obtained multiplying the equation in (4.3.1) by the so-
lution (ϕ, ψ) of (4.2.10)-(4.2.12) and integrating by parts.
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For the study of the controllability property, a fundamental role will be played by
the following observability result:

Theorem 4.10. Let N =

{
2π
√

k2+kl+l2

3
: k, l ∈ N∗

}
. Then ∀ L ∈ (0,+∞) \N and ∀

T > 0, ∃ C (T, L) > 0 such that∥∥(ϕ1, ψ1
)∥∥2

H
≤ C

∫ T

0

|ϕx (t, L)|2 dt, (4.3.31)

holds for any (ϕ1, ψ1) ∈ H, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.12) with initial
data (ϕ1, ψ1).

Proof. The change of variable t = T − t transforms (4.2.10)-(4.2.12) into (4.2.13)-
(4.2.15). Hence, inequality (4.3.31) is equivalent to∥∥(ϕ0, ψ0

)∥∥2

H
≤ C

∫ T

0

|ϕx (t, L)|2 dt, (4.3.32)

for any (ϕ0, ψ0) ∈ H, where (ϕ, ψ) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0, ψ0). First, observe that by (4.3.7) and (4.3.8), we obtain∥∥(ϕ0, ψ0

)∥∥2

H
≤ c1c2

{∥∥(ϕ0, ψ0
)∥∥2

(L2(0,L))2
+

∫ T

0

|ϕx (t, L)|2 dt
}

.

Now, we proceed by contradiction and argue as in the proof of Theorem 4.8. In this
case we obtain a solution (ϕ, ψ) of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,

ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.3.33)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T ) ,
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.3.34)

and, in addition,
ϕx (·, L) = 0 (4.3.35)

and ∥∥(ϕ0, ψ0
)∥∥

H
= 1. (4.3.36)

Remark that (4.3.36) implies that the solutions of (4.3.33)-(4.3.35) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
result:

Lemma 4.6. For any T > 0 let NT denote the space of the initial states (ϕ0, ψ0) ∈
H such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.3.33)-(4.3.34) satisfies (4.3.35).
Then, for L ∈ (0,+∞) \N , NT = {0}, ∀T > 0.
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Proof. Let A be the operator

A (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
,∀ (ϕ, ψ) ∈ D (A) ,

with

D (A) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

Arguing as in the proof of Lemma 4.3, we conclude that NT verifies
1. dim (NT ) < +∞;
2. NT ⊂ D (A) ;
3. A (NT ) ⊂ NT .
If NT 6= {0}, the map (ϕ0, ψ0) ∈ CNT −→ A ((ϕ0, ψ0)) ∈ CNT (where CNT denote

the complexification of NT ) has (at last) one eigenvalue. Then, there exist λ ∈ C and

(ϕ0, ψ0) ∈ (H3 (0, L))
2 \ {(0, 0)} satisfying
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= 0.

(4.3.37)

To conclude the proof of the Lemma 4.6, we prove in the following lemma that
(4.3.37) does not hold if L /∈ N .

Lemma 4.7. Let L > 0. Consider the assertion

(F1) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= 0.

Then, (F1) holds if and only if L ∈ N .

Proof. We use an argument which is similar to the one used in [62, Lema 3.5]. Assume

that (ϕ0, ψ0) satisfies (F1) and let us denote by (ϕ, ψ) ∈ (H2 (R))
2

their prolongation
by 0 to R. Then,{

−λϕ+ ψ′ + ψ′′′ = ψ′′ (0) δ0 + ψ′ (0) (δ0)′ − ψ′′ (L) δL in D′ (R) ,
−λψ + ϕ′ + ϕ′′′ = ϕ′′ (0) δ0 − ϕ′′ (L) δL in D′ (R) ,

(4.3.38)

where δx0 and (δx0)
′ denote the Dirac measure at x0. Note that the (F1) is equivalent to

the existence of complex numbers α, α′, β, γ, γ′, λ with (α, α′, β, γ, γ′) 6= (0, 0, 0, 0, 0)

and (ϕ, ψ) ∈ (H2 (R))
2

with compact support in [−L,L] such that{
−λ (ϕ+ ψ) + (ψ + ϕ)′ + (ψ + ϕ)′′′ = αδ0 + β (δ0)′ + γδL in D′ (R) ,
−λ (ϕ− ψ) + (ϕ− ψ)′ + (ϕ− ψ)′′′ = α′δ0 − β (δ0)′ + γ′δL in D′ (R) .

(4.3.39)
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Let us introduce the notation ϕ̂ (ξ) =
∫ L

0
ϕ (ξ) e−ixξdx and ψ̂ (ξ) =

∫ L
0
ψ (ξ) e−ixξdx.

Then, taking the Fourier transform in (4.3.38) we obtain

−λϕ̂ (ξ) + (iξ) ψ̂ (ξ) + (iξ)3 ψ̂ (ξ) + ψ′′ (L) e−iLξ − ψ′′ (0)− (iξ)ψ′ (0) = 0 (4.3.40)

and
−λψ̂ (ξ) + (iξ) ϕ̂ (ξ) + (iξ)3 ϕ̂ (ξ)− ϕ′′ (0) + ϕ′′ (L) e−iLξ = 0. (4.3.41)

Then, adding (4.3.40) and (4.3.41) the follow identity holds(
−λ+ (iξ) + (iξ)3) (ϕ̂ (ξ) + ψ̂ (ξ)

)
= (ϕ′′ (0) + ψ′′ (0))+(iξ)ψ′ (0)+(−ψ′′ (L)− ϕ′′ (L)) e−iLξ.

We denote

û (ξ) :=
(
ϕ̂ (ξ) + ψ̂ (ξ)

)
=

(ϕ′′ (0) + ψ′′ (0)) + (iξ)ψ′ (0) + (−ψ′′ (L)− ϕ′′ (L)) e−iLξ

−λ+ (iξ) + (iξ)3 .

(4.3.42)
We also take the difference between (4.3.40) and (4.3.41) to obtain(
−λ− (iξ)− (iξ)3) (ϕ̂ (ξ)− ψ̂ (ξ)

)
= (−ϕ′′ (0) + ψ′′ (0))+(iξ)ψ′ (0)+(−ψ′′ (L) + ϕ′′ (L)) e−iLξ.

Here, we denote

v̂ (ξ) :=
(
ϕ̂ (ξ)− ψ̂ (ξ)

)
=

(−ϕ′′ (0) + ψ′′ (0)) + (iξ)ψ′ (0) + (−ψ′′ (L) + ϕ′′ (L)) e−iLξ

−λ− (iξ)− (iξ)3 .

Introducing the change of variable ξ 7−→ −ξ, we have that

v̂ (−ξ) =
(−ϕ′′ (0) + ψ′′ (0))− (iξ)ψ′ (0) + (−ψ′′ (L) + ϕ′′ (L)) eiLξ

−λ+ (iξ) + (iξ)3 . (4.3.43)

Setting λ = ip, we write (4.3.42) and (4.3.43) as

û (ξ) = i
α + (iξ) β + γe−iLξ

ξ3 − ξ + p
(4.3.44)

and

v̂ (−ξ) = i
α′ − (iξ) β + γ′eiLξ

ξ3 − ξ + p
. (4.3.45)

Using Paley-Wiener theorem (see [79, Section 4, page 161]) and the usual character-
ization of H2 (R) by means of the Fourier transform we see that (F1) is equivalent to
the existence of p ∈ C and

(α, α′, β, γ, γ′) ∈ C5\ (0, 0, 0, 0, 0) ,

such that

f (ξ) :=
α + (iξ) β + γe−iLξ

ξ3 − ξ + p
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and

g (ξ) :=
α′ − (iξ) β + γ′eiLξ

ξ3 − ξ + p

satisfies
a) f and g are entire function in C;

b)

∫
R
|f (ξ)|2

(
1 + |ξ|2

)2
dξ <∞ and

∫
R
|g (ξ)|2

(
1 + |ξ|2

)2
dξ <∞;

c) ∀ξ ∈ C, we have that |f (ξ)| ≤ c (1 + |ξ|)k exp (l Im ξ) for some positive constants
c and k.

Remark that f and g are entire if and only if the roots µ0, µ1 and µ2 of Q (ξ) :=
ξ3 − ξ + p are roots of

r1 (ξ) := α + (iξ) β + γe−iLξ (4.3.46)

and
r2 (ξ) := α′ − (iξ) β + γ′eiLξ. (4.3.47)

Furthermore, these roots are also roots of the sum of (4.3.46) and (4.3.47), i.e.,

s (ξ) := (α + α′) + γe−iLξ + γ′eiLξ. (4.3.48)

Observe that if the roots of (4.3.48) are simple, a) holds if the roots of Q (ξ) are simples
and also roots of (4.3.48). Consequently, if a) is true, then b) and c) are satisfied.

The next steps are devoted to find the roots of (4.3.48) and to prove that they are
simple. Indeed, consider the equation s (ξ) = 0. Multiplying this equality by eiLξ, we
obtain that

γ′
(
eiLξ
)2

+ (α + α′) eiLξ + γ = 0, (4.3.49)

i.e.,
P
(
eiLξ
)

= 0,

where P denotes a polynomial function in eiLξ. Letting x = eiLξ, we have

P (x) = γ′x2 + (α + α′)x+ γ. (4.3.50)

The roots of P (x) are

x1 =
− (α + α′) +

(
(α + α′)2 − 4γγ′

)1/2

2γ′
(4.3.51)

and

x2 =
− (α + α′)−

(
(α + α′)2 − 4γγ′

)1/2

2γ′
. (4.3.52)

Therefore,
P
(
eiLξ
)

= 0⇔ eiLξ = x1 or eiLξ = x2. (4.3.53)

Then, we deduce that the roots of s (ξ) lies in

Υ :=

{
ξ1 +

2k1π

L
: k1 ∈ N∗

}
∪
{
ξ2 +

2k2π

L
: k2 ∈ N∗

}
.
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Now, to conclude the analysis for f and g, we consider three cases:
Case 1: Suppose that Q (ξ) has three simple roots µ0, µ1 and µ2 in Υ. Then, f and g
are entire, i.e., they have the same simple roots, if

β = ψ′ (0) = 0. (4.3.54)

Thus, from (4.3.37), (4.3.54) and of Lemma 4.4 we conclude that (F1) holds if and
only if L ∈ N .
Case 2: Suppose that Q (ξ) has a root of order three, namely, µ0. In this case,

Q (µ0) = Q′ (µ0) = Q′′ (µ0) = 0. (4.3.55)

Then, µ0 = 0 and
Q (µ0) = 0⇔ p = 0.

If p = 0, we obtain that

Q (ξ) = ξ3 − ξ = ξ (ξ + 1) (ξ − 1) , (4.3.56)

which is a contradiction.
Case 3: Suppose that Q (ξ) has one double root µ0 and a simple root µ2. In this case,

Q (µ0) = Q′ (µ0) = 0 and Q (µ2) = 0. (4.3.57)

Then, from (4.3.57) we obtain

µ0 =
1√
3

or µ0 = − 1√
3

.

If µ0 = 1√
3
,

p = −
(
µ3

0 − µ0

)
= −

(
1

3
√

3
− 1√

3

)
=

2

3
√

3
, (4.3.58)

and, therefore, we obtain

Q (ξ) = ξ3 − ξ +
2

3
√

3
=

(
ξ − 1√

3

)2(
ξ +

2√
3

)
. (4.3.59)

Consequently, we deduce that

µ2 = − 2√
3

. (4.3.60)

The case µ0 = − 1√
3

is analogous and it will be omitted. Since µ0 and µ2 are roots of

Q (ξ), they µ0 is also roots of r1, r′1, r2 and r′2, furthermore, µ2 is also roots of r1 and
r2, where r1 and r2 are defined in (4.3.46) and (4.3.47), respectively. Here ′ denotes the
derivative with respect to ξ. Thus, α + i 1√

3
β + γ exp

(
−iL 1√

3

)
= 0

iβ − (iL) γ exp
(
−iL 1√

3

)
= 0,

(4.3.61)
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 α′ − i 1√
3
β + γ′ exp

(
iL 1√

3

)
= 0

−iβ + (iL) γ′ exp
(
iL 1√

3

)
= 0

(4.3.62)

and  α + i
(
− 2√

3

)
β + γ exp

(
iL 2√

3

)
= 0

α′ − i
(
− 2√

3

)
β + γ′ exp

(
−iL 2√

3

)
= 0.

(4.3.63)

Finally, we find L such that (4.3.61)-(4.3.63) are satisfied. Indeed, from the second
equations of (4.3.61) and (4.3.62), we get

β = γL exp

(
−iL 1√

3

)
= γ′L exp

(
iL

1√
3

)
, (4.3.64)

which give us that

γ′ = γ exp

(
−2iL

1√
3

)
. (4.3.65)

Replacing (4.3.64) and (4.3.65) in the first equations of (4.3.61) and (4.3.62), respec-
tively, we have

α + i
1√
3
γL exp

(
−iL 1√

3

)
+ γ exp

(
−iL 1√

3

)
= 0 (4.3.66)

and

α′ − i 1√
3
γL exp

(
−iL 1√

3

)
+ γ exp

(
−2iL

1√
3

)
exp

(
iL

1√
3

)
= 0. (4.3.67)

Now, replacing (4.3.64) and (4.3.65) in (4.3.63) it follows that α + i
(
− 2√

3

)
γL exp

(
−iL 1√

3

)
+ γ exp

(
iL 2√

3

)
= 0

α′ − i
(
− 2√

3

)
γL exp

(
−iL 1√

3

)
+ γ exp

(
−2iL 1√

3

)
exp

(
−iL 2√

3

)
= 0.

(4.3.68)

From (4.3.66) and (4.3.67), we obtain α and α′, i.e.,

α = −γ exp

(
−iL 1√

3

)(
iL√

3
+ 1

)
(4.3.69)

and

α′ = γ exp

(
−iL 1√

3

)(
iL√

3
− 1

)
. (4.3.70)

Finally, replacing (4.3.69) and (4.3.70) in (4.3.68), it follows that

γ exp

(
−iL 1√

3

)(
−3iL√

3
− 1

)
+ γ exp

(
iL

2√
3

)
= 0 (4.3.71)
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and

γ exp

(
−iL 1√

3

)(
3iL√

3
− 1

)
+ γ exp

(
−2iL

2√
3

)
= 0. (4.3.72)

Thus, we have that γ = 0 or γ 6= 0. If γ = 0, the solution of (4.3.61)-(4.3.63) is the
trivial one, i.e., γ = γ′ = β = α = 0. If γ 6= 0 we can add (4.3.71) and (4.3.72) to
obtain

−2 exp

(
−iL 1√

3

)
+ exp

(
2iL

1√
3

)
+ exp

(
−4iL

1√
3

)
= 0.

Multiplying this equation by exp
(

4iL 1√
3

)
and denoting ν := exp

(
3iL 1√

3

)
, we have

ν2 − 2ν + 1 = 0⇔ (ν − 1)2 = 0.

Since ν = 1 is a root of P (v) = ν2 − 2ν + 1, it follows that

1 = exp

(
3iL

1√
3

)
.

Taking the modulus, it follows that L = 0.
Therefore, from the cases 1, 2 and 3 we deduce that (F1) holds if and only if L ∈ N .

This completes the proof of Lemmas 4.6, 4.7 and Theorem 4.10.

The following theorem gives a positive answer for the control problem (4.3.1)-(4.3.2)
with h2 = 0:

Theorem 4.11. Let T > 0 and L ∈ (0,+∞) \N . Then the system (4.3.1)-(4.3.2) is
exactly controllable, with h2 = 0, in time T .

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕx (·, L)‖2

L2(0,T ) −
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.3.73)

where (ϕ1, ψ1) ∈ H and (ϕ, ψ) is the solution of the backward system (4.2.10)-(4.2.11)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ H be a minimizer of Λ. By differentiating Λ, we obtain that (4.3.30)

is satisfied with g2 = ϕx (t, L) ∈ L2 (0, T ). Hence, in order to get the controllability
result it is sufficient to prove that Λ has at least one minimum point. But from (4.3.30)
and (4.3.31), holds that

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕx (·, L)‖2

L2(0,T ) −
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
H

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.11 is
complete.
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Remark 4.5. An important question is whether system (4.3.1)-(4.3.2) is exactly con-
trollable in time T > 0, where g2 = 0. Observe that, in this case it would be necessary
to prove an observability inequality of the type

‖(ϕ, ψ)‖2
H ≤ C

∫ T

0

|ψx (t, 0)|2 dt,

for any (ϕ1, ψ1) ∈ H, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial data
(ϕ1, ψ1). Note that it can be done by using Lemma 4.2 together with the contradiction
argument used in the proof of the Theorem 4.10. Necessarily, we would have an impor-
tant difference in the proof of Lemma 4.7 since we would have the following assertion:

(F2) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′
= 0.

Then (F2) holds if and only if L ∈ N . In order to prove this result we can use the ideas
introduced to prove Lemma 4.7. Thus, the next result about the exact controllability of
the system (4.3.1)-(4.3.2) with g2 = 0 is also holds.

Theorem 4.12. Let T > 0 and L ∈ (0,+∞) /N . Then the system (4.3.1)-(4.3.2) is
exactly controllable, with g2 = 0, in time T .

4.4 Exact Boundary Controllability For The Linear System:
Dirichlet boundary condition

This section is devoted to the analysis of the exact controllability property of the
linear system corresponding to (4.1.7) with boundary controls of Dirichlet type. More
precisely, given T > 0 and (η0, w0),

(
ηT , wT

)
:= (η1, w1) ∈ Σ̄, we study the existence of

the controls (h0, g0, h1, g1) ∈ Σ̄1 such that the solution (η, w) of the system ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.4.1)

satisfying the boundary conditions{
η (t, 0) = h0 (t) , η (t, L) = h1 (t) , ηx (t, 0) = 0 in (0, T )
w (t, 0) = g0 (t) , w (t, L) = g1 (t) , wx (t, L) = 0 in (0, T ) ,

(4.4.2)

satisfies
η (T, ·) = η1, w (T, ·) = w1 in Σ̄. (4.4.3)

The spaces Σ̄ and Σ̄1 will be defined later.



110

Definition 4.3. Let T > 0. System (4.4.1) is exact controllable in time T if for any
initial and final data (η0, w0), (η1, w1) ∈ Σ̄, there exist control functions (h0, g0, h1, g1) ∈
Σ̄1 such that the solution of (4.4.1)-(4.4.2) satisfies (4.4.3).

We consider several cases regarding the amount of controls on (4.4.2).

4.4.1 Double control in L

In this section we consider (4.4.2) with h0 = g0 = 0. We first give an equivalent
condition for the exact controllability property:

Lemma 4.8. Let (η1, w1) ∈ Σ̄ := X ′. Then, there exist two control (h1 (t) , g1 (t)) ∈
Σ̄1 := [L2 (0, L)]

2
, such that the solution (η, w) of (4.4.1)-(4.4.2) with h0 = g0 = 0,

satisfies (4.4.3) if and only if

〈(
η1, w1

)
,
(
ϕ1, ψ1

)〉
X′×X = −

∫ T

0

(h1 (t)ψxx (t, L) + g1 (t)ϕxx (t, L)) dt, (4.4.4)

for any (ϕ1, ψ1) ∈ X, (ϕ, ψ) being the solution of the backward system (4.2.10)-(4.2.12).

Proof. The relation (4.4.4) is obtained multiplying the equations in (4.4.1) by the so-
lution (ϕ, ψ) of (4.2.10)-(4.2.12) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result:

Theorem 4.13. For any T > 0 and L > 0 there exist C = C (T, L) > 0 such that the
inequality ∥∥(ϕ1, ψ1

)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, L)|2 + |ψxx (t, L)|2

)
dt, (4.4.5)

holds for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial
data (ϕ1, ψ1).

For the proof of Theorem 4.13, we need some basic estimates for the solution of the
adjoint system (4.2.10)-(4.2.12). Therefore, we prove the following lemma:

Lemma 4.9. For any (ϕ, ψ) solution of (4.2.10)-(4.2.11) with initial data (ϕ1, ψ1) ∈ X,
there exist c1 > 0, c2 > 0 and c3 > 0, such that∥∥(ϕ1, ψ1

)∥∥
X
≤ c1 ‖(ϕ, ψ)‖L2(0,T ;X) , (4.4.6)

‖ϕxx (t, L)‖2
L2(0,T ) + ‖ψxx (t, L)‖2

L2(0,T ) ≤ c2

∥∥(ϕ1, ψ1
)∥∥2

X
(4.4.7)

and
‖ϕxx (t, 0)‖2

L2(0,T ) + ‖ψxx (t, 0)‖2
L2(0,T ) ≤ c3

∥∥(ϕ1, ψ1
)∥∥2

X
. (4.4.8)
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Proof. Observe that (4.4.6) follows from the proof of (4.3.7).
In order to prove (4.4.7) we introduce ρ = ρ (x) ∈ C3 ([0, L]) satisfying

ρ (x) =

{
0, if x ∈ [0, L/2]
1 if x ∈ [3L/4, L] .

(4.4.9)

Let us consider the functions

ϕ̃ (t, x) := ρ (x)ϕ (t, x) and ψ̃ (t, x) := ρ (x)ψ (t, x) ,

which fulfill {
ϕ̃t + ψ̃x + ψ̃xxx = ρxψ + ρxxxψ + 3ρxxψx + 3ρxψxx
ψ̃t + ϕ̃x + ϕ̃xxx = ρxϕ+ ρxxxϕ+ 3ρxxϕx + 3ρxϕxx.

(4.4.10)

Now, multiplying the first equation of (4.4.10) by ψ̃xx, the second one by ϕ̃xx and
integrating in (0, L), we obtain∫ L

0

ϕ̃t (t, x) ψ̃xx (t, x) dx+

∫ L

0

ψ̃x (t, x) ψ̃xx (t, x) dx+

∫ L

0

ψ̃xxx (t, x) ψ̃xx (t, x) dx

=

∫ L

0

ρx (x)ψ (t, x) ψ̃xx (t, x) dx+

∫ L

0

ρxxx (x)ψ (t, x) ψ̃xx (t, x) dx

+3

∫ L

0

(
ρxx (x)ψx (t, x) ψ̃xx (t, x) + ρx (x)ψxx (t, x) ψ̃xx (t, x)

)
dx

(4.4.11)
and ∫ L

0

ψ̃t (t, x) ϕ̃xx (t, x) dx+

∫ L

0

ϕ̃x (t, x) ϕ̃xx (t, x) dx+

∫ L

0

ϕ̃xxx (t, x) ϕ̃xx (t, x) dx

=

∫ L

0

ρx (x)ϕ (t, x) ϕ̃xx (t, x) dx+

∫ L

0

ρxxx (x)ϕ (t, x) ϕ̃xx (t, x) dx

+3

∫ L

0

(ρxx (x)ϕx (t, x) ϕ̃xx (t, x) + ρx (x)ϕxx (t, x) ϕ̃xx (t, x)) dx.

(4.4.12)
We first analyze the terms on the left hand side of (4.4.11). From the boundary

condition and (4.4.9), we obtain, after integration by parts, (here we omit (t, x))∫ L

0

ϕ̃tψ̃xx = ϕ̃tψ̃x (t, x)
∣∣∣L
0
−
∫ L

0

ϕ̃txψ̃x = −
∫ L

0

ϕ̃txψ̃x, (4.4.13)

∫ L

0

ψ̃xψ̃xx =

∫ L

0

(
ψ̃2
x

2

)
x

= 0 (4.4.14)

and ∫ L

0

ψ̃xxxψ̃xx =

∫ L

0

(
ψ̃2
xx

2

)
x

=
1

2

∣∣∣ ψ̃xx∣∣∣
x=L

∣∣∣2 . (4.4.15)
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A similar analysis can be done for the terms on the left hand side of (4.4.12):∫ L

0

ψ̃tϕ̃xx = −
∫ L

0

ψ̃txϕ̃x, (4.4.16)

∫ L

0

ϕ̃xϕ̃xx =

∫ L

0

(
ϕ̃2
x

2

)
x

=
1

2
| ϕ̃x|x=L|

2 (4.4.17)

and ∫ L

0

ϕ̃xxxϕ̃xx =
1

2
| ϕ̃xx|x=L|

2 . (4.4.18)

Then, from (4.4.13)-(4.4.18) the following identity holds∫ L

0

(
ϕ̃xψ̃x

)
t
+

1

2
| ϕ̃xx|x=L|

2 +
1

2

∣∣∣ ψ̃xx∣∣∣
x=L

∣∣∣2 +
1

2
| ϕ̃x|x=L|

2

=

∫ L

0

{ρxψ + ρxxxψ + 3 (ρxxψx + ρxψxx)} ψ̃xx

+

∫ L

0

{ρxϕ+ ρxxxϕ+ 3 (ρxxϕx + ρxϕxx)} ϕ̃xx.

(4.4.19)
Integrating in the t variable and estimating the right hand side terms, we deduce

that∫ T

0

(
|ϕxx|x=L|

2 + |ψxx|x=L|
2) dt

≤ C1

(
‖ψ‖2

L2(0,T ;H2(0,L)) + ‖ψ‖2
C0(0,T ;H1(0,L)) + ‖(ϕ1, ψ1)‖2

H

)
+ C2

(
‖ϕ‖2

L2(0,T ;H2(0,L)) + ‖ϕ‖2
C0(0,T ;H1(0,L)) + ‖(ϕ1, ψ1)‖2

H

)
.

(4.4.20)
Note that, (ϕ, ψ) is the solution of (4.2.10 )-(4.2.11) with initial data (ϕ1, ψ1) ∈ X, in
particular,

(ϕ, ψ) ∈ L2 (0, T ;X) ,

therefore, ∫ T

0

(
|ϕxx|x=L|

2 + |ψxx|x=L|
2 + |ϕx|x=L|

2) dt ≤ C
∥∥(ϕ1, ψ1

)∥∥2

X
.

Thus, (4.4.7) holds.
Finally, observe that modifying the function ρ = ρ (x) ∈ C3 ([0, L]) by

ρ (x) =

{
1, if x ∈ [0, L/2]
0 if x ∈ [3L/4, L] .

(4.4.21)

the same calculations above ensures that (4.4.8) holds and the Lemma is proved.

With Lemma 4.9 in hands, we can prove Theorem 4.13.
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Proof of Theorem 4.13. The change of variable t = T − t transforms (4.2.10)-(4.2.12)
into (4.2.13)-(4.2.15). Hence, inequality (4.4.5) is equivalent to∥∥(ϕ0, ψ0

)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, L)|2 + |ψxx (t, L)|2

)
dt, (4.4.22)

for any (ϕ0, ψ0) ∈ X, where (ϕ, ψ) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0, ψ0).

We assume that (4.4.22) is not true. Then, there exists a sequence {(ϕ0
n, ψ

0
n)}n∈N ∈ X

such that ∥∥(ϕ0
n, ψ

0
n

)∥∥
X

= 1, (4.4.23)

‖ϕn,xx (·, L)‖2
L2(0,T ) −→ 0, as n→∞ (4.4.24)

and
‖ψn,xx (·, L)‖2

L2(0,T ) −→ 0, as n→∞ (4.4.25)

where (ϕn, ψn) ∈ Z := L2 (0, T ;X) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0

n, ψ
0
n). Let us denote

Y := L2
(

0, T ;
(
H7/4 (0, L)

)2
)
∩ C0

(
[0, T ] ;

(
H1 (0, L)

)2
)

.

We show that there exist some positive constant c1 such that, ∀ (ϕ, ψ) ∈ Z solution
of (4.2.13)-(4.2.15), one has

‖(ϕ, ψ)‖2
Z ≤ c1

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, L)‖2
L2(0,T )

)
+ c1

(
‖(ϕ, ψ)‖2

Y +
∥∥(ϕ0, ψ0

)∥∥2

(H1(0,L))2

)
. (4.4.26)

For that purpose, we differentiate the equations in (4.2.13) with respect to x to obtain{
ϕtx − ψxx − ψxxxx = 0 in (0, T )× (0, L) ,
ψtx − ϕxx − ϕxxxx = 0 in (0, T )× (0, L) .

(4.4.27)

Now, multiplying the first equation of (4.4.27) by xψx, the second one by xϕx and
integrating in (0, T )× (0, L), we obtain, after integration by parts,

0 =

∫ T

0

∫ L

0

xψxϕtx +
1

2

∫ T

0

∫ L

0

ψ2
x −

∫ T

0

ψx (0)ψxx (0)

+
L

2

∫ T

0

ψ2
xx (L)− 3

2

∫ T

0

∫ L

0

ψ2
xx (4.4.28)

and

0 =

∫ T

0

∫ L

0

xψtxϕx +
1

2

∫ T

0

∫ L

0

ϕ2
x +

L

2

∫ T

0

ϕ2
x (L)

+

∫ T

0

ϕx (L)ϕxx (L) +
L

2

∫ T

0

ϕ2
xx (L)− 3

2

∫ T

0

∫ L

0

ϕ2
xx. (4.4.29)
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Therefore, adding (4.4.28) and (4.4.29) and using Young inequality, we get

3

2

∫ T

0

∫ L

0

(
ϕ2
xx + ψ2

xx

)
≤
∫ T

0

∫ L

0

(xϕxψx)t +
1

2

∫ T

0

∫ L

0

(
ϕ2
x + ψ2

x

)
+
L

2

∫ T

0

(
|ϕxx (L)|2 + |ψxx (L)|2

)
+
L

2

∫ T

0

|ϕx (L)|2

+
1

2

∫ T

0

(
|ϕxx (L)|2 + |ϕx (L)|2

)
(4.4.30)

+

∫ T

0

(
ε

2
|ψxx (0)|2 +

1

2ε
|ψx (0)|2

)
.

From (4.4.8), (4.4.6) and the embedding
(
H7/4 (0, L)

)2
↪→ (H1 (0, L))

2
, we can bound

the last term in the inequality above, as follows∫ T

0

ε

2
|ψxx (0)|2 dt ≤ εc3

∥∥(ϕ0, ψ0
)∥∥2

X
≤ εc3c1 ‖(ϕ, ψ)‖2

L2(0,T ;X) ,

and ∫ T

0

(
1

2ε
|ψx (0)|2 +

1

2
|ϕx (L)|2

)
dt ≤ C ‖(ϕ, ψ)‖2

Y ,

for some C > 0. Therefore, from (4.4.30), we get∫ T

0

∫ L

0

(
ϕ2
xx + ψ2

xx

)
≤ C

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, L)‖2
L2(0,T )

)
+ C

(
‖(ϕ, ψ)‖2

Y +
∥∥(ϕ0, ψ0

)∥∥2

(H1(0,L))2

)
, (4.4.31)

for some C > 0. Thus, (4.4.26) follows.

Now, since X is compactly embedded in
(
H7/4 (0, L)

)2∩(H1 (0, L))
2

one may extract
a subsequence of {(ϕn, ψn)}n∈N converging strongly to (ϕ, ψ) in Y . Moreover since the

embedding X ↪→ (H1 (0, L))
2

is compact, from (4.4.23) we deduce that {(ϕ0
n, ψ

0
n)}n∈N

converges to (ϕ0, ψ0) in (H1 (0, L))
2
, at least for a subsequence. Denote such subse-

quences by the same index. From Lemma 4.9 and (4.4.24)-(4.4.26), we deduce that the
sequence {(ϕ0

n, ψ
0
n)}n∈N is a Cauchy sequence in X. Hence, it converges to (ϕ0, ψ0) ∈ X

and (see the proof of Theorem 4.8) (ϕ, ψ) ∈ C0 ([0, T ] ;X) is a weak solution of (4.2.13)-
(4.2.15) satisfying

ϕ (0, ·) = ϕ0 and ψ (0, ·) = ψ0 (4.4.32)

and ∥∥(ϕ0, ψ0
)∥∥

X
= 1. (4.4.33)

On the other hand, (4.4.7) allow us to conclude that

(ϕn)xx (·, L) −→ ϕxx (·, L) and (ψn)xx (·, L) −→ ψxx (·, L) ,

as n→∞. Then, from (4.4.24) and (4.4.25) we obtain ϕxx (·, L) = ψxx (·, L) = 0.
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Hence, (ϕ, ψ) is a solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.4.34)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.4.35)

and, in addition,
ϕxx (·, L) = ψxx (·, L) = 0. (4.4.36)

Remark that (4.4.33) implies that the solutions of (4.4.34)-(4.4.35) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
unique continuation result:

Lemma 4.10. Let (ϕ0, ψ0) ∈ X. Then if

(ϕ, ψ) is a solution of (4.4.34)-(4.4.35)
(ϕ, ψ) satisfies (4.4.36)

}
⇒ ϕ0 = ψ0 = 0. (4.4.37)

Proof. Let NT be the space of initial data (ϕ0, ψ0) ∈ X such that the corresponding
solution of (4.4.34)-(4.4.35) satisfies ϕxx (·, L) = ψxx (·, L) = 0 in L2 (0, L). The space
NT has the following properties:

1. dim (NT ) < +∞;
2. NT ⊂ D (A) ;
3. A (NT ) ⊂ NT , where A is the operator

A (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
,∀ (ϕ, ψ) ∈ D (A) ,

with

D (A) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

The proof of 1,2 and 3 is very similar the proof of Lemma 4.3, therefore it will be
omitted. Thus, the unique continuation principle (4.4.37) does not hold if and only if
NT 6= {0} or, equivalently,

there exists λ ∈ C and (ϕ, ψ) ∈ NT , such that (ϕ, ψ) 6= 0 and A (ϕ, ψ) = λ (ϕ, ψ) .
(4.4.38)

Note that (4.4.38) means that there exists a nontrivial solution (ϕ, ψ) of the system{
−λϕ+ ψ′ + ψ′′′ = 0 in (0, T )× (0, L) ,
−λψ + ϕ′ + ϕ′′′ = 0 in (0, T )× (0, L) ,

(4.4.39)

satisfying the boundary conditions{
ϕ (0) = ϕ (L) = ϕ′ (0) = ϕ′′ (L) = 0 in (0, T )
ψ (0) = ψ (L) = ψ′ (L) = ψ′′ (L) = 0 in (0, T ) .

(4.4.40)

Thus, to conclude the proof of Lemma 4.10, the following result is needed.



116

Lemma 4.11. If (λ, ϕ, ψ) is solution of (4.4.39)-(4.4.40), then

ϕ = ψ = 0. (4.4.41)

Proof. Let us remark that λ = 0 is not a solution of (4.4.39)-(4.4.40). Indeed, λ = 0
implies that (ϕ, ψ) is the solution of{

ψ′ + ψ′′′ = 0 in (0, T )× (0, L) ,
ϕ′ + ϕ′′′ = 0 in (0, T )× (0, L) ,

(4.4.42)

satisfying the boundary conditions (4.4.40). But, the unique solution of this problem
is ϕ = ψ = 0, hence λ = 0 is not a solution of (4.4.38).

Now, we introduce the Fourier transforms of ϕ and ψ,

ϕ̂ (ξ) =

∫ L

0

ϕ (x) e−ixξdx and ψ̂ (ξ) =

∫ L

0

ψ (x) e−ixξdx.

Thus, ϕ̂ and ψ̂ are entire functions.
By multiplying the first and the second equations in (4.4.39) by e−ixξ and integrating

by parts, we obtain{
−λϕ̂+

(
iξ + (iξ)3) ψ̂ = (iξ)ψ′ (0) + ψ′′ (0) ,

−λψ̂ +
(
iξ + (iξ)3) ϕ̂ = − (iξ)ϕ′ (L) e−iξL + ϕ′′ (0) .

Denote û (ξ) := ϕ̂ (ξ) + ψ̂ (ξ) and v̂ (ξ) := ϕ̂ (ξ)− ψ̂ (ξ). Thus, setting λ = ip

û (ξ) =
i

ξ3 − ξ + p

(
(iξ)ψ′ (0) + ψ′′ (0)− (iξ)ϕ′ (L) e−iξL + ϕ′′ (0)

)
(4.4.43)

and

v̂ (ξ) =
1

ip− iξ − (iξ)3

(
(iξ)ψ′ (0) + ψ′′ (0) + (iξ)ϕ′ (L) e−iξL − ϕ′′ (0)

)
.

Now, we consider the change of variable ξ 7→ −ξ, to obtain that

v̂ (−ξ) =
i

ξ3 − ξ + p

(
− (iξ)ψ′ (0) + ψ′′ (0)− (iξ)ϕ′ (L) eiξL − ϕ′′ (0)

)
. (4.4.44)

Denote α = (ϕ′′ (0) + ψ′′ (0)), β = ψ′ (0), ν = −ϕ′ (L) and α′ = (−ϕ′′ (0) + ψ′′ (0)).
Adding (4.4.43) and (4.4.44), we get

û (ξ) + v̂ (−ξ) =
i

ξ3 − ξ + p
(α + α′ + 2νiξ cos (Lξ)) :=

r1 (ξ)

Q (ξ)

and

û (ξ)− v̂ (−ξ) =
i

ξ3 − ξ + p
(α− α′ + 2βiξ + νiξ (−2i) sin (Lξ)) :=

r2 (ξ)

Q (ξ)
,
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where are have used that

cos y =
eiy + e−iy

2
and sin y =

eiy − e−iy

2i
.

Remark that α, β, ν and α′ determine uniquely ϕ̂ and ψ̂ and, consequently, ϕ and ψ.
Moreover, û and v̂ are entire if and only if û (ξ) + v̂ (−ξ) and û (ξ)− v̂ (−ξ) are entire.

Therefore, the next steps are devoted to the analyze the roots of r1, r2 and Q defined
above. Necessarily, û+ v̂ and û− v̂ are entire if the roots of r1, r2 are also roots of Q.
First, observe that{

α + α′ + 2νiξ cos (Lξ) = 0
α− α′ + 2βiξ + νiξ (−2i) sin (Lξ) = 0

⇔

{
2νiξ cos (Lξ) = − (α + α′)

2νiξ sin (Lξ) =
α− α′

i
+ 2βξ

(4.4.45)
or, equivalently,{

4 (νiξ)2 cos2 (Lξ) = (α + α′)2

4 (νiξ)2 sin2 (Lξ) = − (α− α′)2 + 4β2ξ2 +
4

i
βξ (α− α′) .

(4.4.46)

Therefore, adding the identities in (4.4.46) and using the basic relation cos2 (Lξ) +
sin2 (Lξ) = 1, we obtain that(

β2 + ν2
)
ξ2 +

(α− α′)
i

βξ + αα′ = 0. (4.4.47)

Taking (4.4.47) into account, we obtain a contradiction. Indeed, (4.4.47) allows us
to conclude that r1 and r2 have, at least, two roots, unless

β2 + ν2 = 0,
(α− α′)

i
β = 0,

αα′ = 0.

(4.4.48)

From the first equation of (4.4.48) we have that β = ±iν. We analyze the case β = iν,
since the case β = −iν is similar. If β = iν, by the second equation of (4.4.48), it
follows that

(α− α′) ν = 0. (4.4.49)

If ν = 0, then β = 0 and, therefore, ψ′ (0) = ϕ′ (L) = 0. Thus, (ϕ, ψ) is a solution of
the system {

−λϕ+ ψ′ + ψ′′′ = 0 in (0, T )× (0, L) ,
−λψ + ϕ′ + ϕ′′′ = 0 in (0, T )× (0, L) ,

(4.4.50)

satisfying the boundary conditions{
ϕ (0) = ϕ (L) = ϕ′ (0) = ϕ′ (L) = ϕ′′ (L) = 0 in (0, T )
ψ (0) = ψ (L) = ψ′ (L) = ψ′ (0) = ψ′′ (L) = 0 in (0, T ) .

(4.4.51)

Then, (ϕ, ψ) ≡ 0, for all L > 0, which concludes the proof.
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Now, we consider the case ν 6= 0. Thus, from (4.4.49) we get α = α′ and from the
third equation of (4.4.48) its follows that α = α′ = 0. Returning to the system (4.4.45)
the following identities holds{

ξ cos (Lξ) = 0,
2i2ξ − 2i2ξ sin (Lξ) = 0

⇔
{
ξ cos (Lξ) = 0,
ξ (1− sin (Lξ)) = 0.

(4.4.52)

The roots of (4.4.52) are ξ = 0 or Lξ =
π

2
+ 2kπ, k ∈ N∗.

Recall that the idea we have in mind is to check if the roots of r1 and r2 are the
roots of Q, i.e., 

Q (0) = 0,

Q

(
π

2L
+
kπ

L

)
= 0.

(4.4.53)

If Q (0) = 0, then, necessary p = 0 and, therefore Q (ξ) = ξ (ξ + 1) (ξ − 1). Thus,
the roots of Q (ξ) are µ0 = 0, µ1 = 1 and µ2 = −1. We will show that these roots can
not be simultaneously roots of (4.4.52). Indeed, replacing ξ = µ1 = 1 we have{

cos (L) = 0,
sin (L) = 1.

Then,

L =
π

2
+ 2k1π, for k1 ∈ N∗. (4.4.54)

If ξ = µ2 = −1, then {
cos (−L) = 0,
sin (−L) = 1,

i.e.,

−L = −π
2

+ 2k2π, for k2 ∈ N∗, (4.4.55)

which contradicts (4.4.54).

Lastly, we consider Lξ =
π

2
+ kπ, k ∈ N∗. Then,

Lµi =
π

2
+ kiπ, ki ∈ N∗, for i = 0, 1, 2, (4.4.56)

where µi are the roots of Q (ξ). Observing that such roots satisfy

µ0 + µ1 + µ2 = 0,

it follows that
3π

2
+ π (k0 + k1 + k2) = 0,

which is not possible, since k1,k2,k3 ∈ N∗. Then, (4.4.56) not are root of Q (ξ).
Thus, ν = 0 and (4.4.50)-(4.4.51) holds, for all L > 0. This allow us to conclude

that (ϕ, ψ) = (0, 0). This complete the proofs of the Lemmas 4.10 and 4.11 and the
Theorem 4.13.
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The following theorem solves the control problem (4.4.1)-(4.4.2) with h0 = g0 = 0 :

Theorem 4.14. Let T > 0 and L > 0. Then, the system (4.4.1)-(4.4.2) is exactly
controllable, with h0 = g0 = 0, in time T .

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, L)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.4.57)

where (ϕ1, ψ1) ∈ X and (ϕ, ψ) is the solution of the backward system (4.2.10)-(4.2.11)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ X be a minimizer of Λ. By differentiating Λ, we obtain that (4.4.4)

is satisfied with h1 = ψxx (t, L) ∈ L2 (0, T ) and g1 = ϕxx (t, L) ∈ L2 (0, T ). Hence, in
order to get the controllability result it is sufficient to prove that Λ has at least one
minimum point. But from (4.4.4) and (4.4.5), holds that

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, L)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
X

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.14 is
complete.

4.4.2 Single control in L

In this section we consider (4.4.2) with h0 = g0 = h1 = 0. The following lemma gives
an equivalent condition for the exact controllability property:

Lemma 4.12. Let (η1, w1) ∈ X ′. Then, there exist one control g1 (t) ∈ L2 (0, L), such
that the solution (η, w) of (4.4.1)-(4.4.2) with h0 = g0 = h1 = 0 satisfies (4.3.3) if and
only if 〈(

η1, w1
)
,
(
ϕ1, ψ1

)〉
X′×X = −

∫ T

0

g1 (t)ϕxx (t, L) dt, (4.4.58)

for any (ϕ1, ψ1) ∈ X, (ϕ, ψ) being the solution of the backward system (4.2.10)-(4.2.12).

Proof. The relation (4.4.58) is obtained multiplying (4.4.1) by the solution (ϕ, ψ) of
(4.2.10)-(4.2.12) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result
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Theorem 4.15. Let

N =

{
2π

√
k2 + kl + l2

3
: k, l ∈ N∗

}
(4.4.59)

and

R =

π
√(

1

2
+ 2k

)2

+

(
1

2
+ 2l

)2

+

(
1

2
+ 2k

)(
1

2
+ 2l

)
: k, l ∈ N∗

 . (4.4.60)

Then, ∀ L ∈ (0,+∞) \ (N ∪R) and ∀ T > 0, ∃C (T, L) > 0 such that∥∥(ϕ1, ψ1
)∥∥2

X
≤ C

∫ T

0

|ϕxx (t, L)|2 dt, (4.4.61)

for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.12) with initial data
(ϕ1, ψ1).

Proof. The change of variable t = T − t transforms (4.2.10)-(4.2.12) into (4.2.13)-
(4.2.15). Hence, inequality (4.4.61) is equivalent to∥∥(ϕ0, ψ0

)∥∥2

X
≤ C

∫ T

0

|ϕxx (t, L)|2 dt, (4.4.62)

for any (ϕ0, ψ0) ∈ X, where (ϕ, ψ) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0, ψ0).

We assume that (4.4.62) not is true. Then, there exists a sequence {(ϕ0
n, ψ

0
n)}n∈N ∈ X

such that ∥∥(ϕ0
n, ψ

0
n

)∥∥
X

= 1 (4.4.63)

and
‖ϕn,xx (·, L)‖2

L2(0,T ) −→ 0 as n→∞, (4.4.64)

where (ϕn, ψn) ∈ Z is solution of (4.2.13)-(4.2.15) with initial data (ϕ0
n, ψ

0
n). Let us

denote
Y := L2

(
0, T ;

(
H7/4 (0, L)

)2
)
∩ C0

(
[0, T ] ;

(
H1 (0, L)

)2
)

.

We show that there exist a positive constant c1 such that: ∀ (ϕ, ψ) ∈ Z solution of
(4.2.13)-(4.2.15), one has

‖(ϕ, ψ)‖2
Z ≤ c1

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖(ϕ, ψ)‖2
Y +

∥∥(ϕ0, ψ0
)∥∥

(H1(0,L))2

)
. (4.4.65)

For that purpose, we use the multiplier method. Multiplying the first equation of
(4.2.13) by (x− L)ψxx and the second one by (x− L)ϕxx and integrating in (0, T ) ×
(0, L), we obtain ∫ T

0

∫ L

0

(x− L)ψxx (ϕt − ψx − ψxxx) dxdt = 0 (4.4.66)
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and ∫ T

0

∫ L

0

(x− L)ϕxx (ψt − ϕx − ϕxxx) dxdt = 0. (4.4.67)

We first analyze the terms in (4.4.66):∫ T

0

∫ L

0

(x− L)ψxxϕt =

∫ T

0

(x− L)ψxϕt|L0 −
∫ T

0

∫ L

0

ψxϕt −
∫ L

0

∫ T

0

(x− L)ψxϕtx

=

∫ T

0

∫ L

0

|ψx|2 +

∫ T

0

∫ L

0

ψxψxxx −
∫ L

0

∫ T

0

(x− L)ψxϕtx

=

∫ T

0

∫ L

0

|ψx|2 −
∫ T

0

∫ L

0

|ψxx|2 −
∫ T

0

ψx (0)ψxx (0) (4.4.68)

−
∫ L

0

∫ T

0

(x− L)ψxϕtx,

−
∫ T

0

∫ L

0

(x− L)ψxxψx = −
∫ T

0

(
x− L

2

)
|ψx|2

∣∣∣∣L
0

+
1

2

∫ T

0

∫ L

0

|ψx|2

= −L
2

∫ T

0

ψ2
x (0) +

1

2

∫ T

0

∫ L

0

|ψx|2 (4.4.69)

and

−
∫ T

0

∫ L

0

(x− L)ψxxψxxx = −
∫ T

0

(
x− L

2

)
|ψxx|2

∣∣∣∣L
0

+
1

2

∫ T

0

∫ L

0

|ψxx|2

= −L
2

∫ T

0

ψ2
xx (0) +

1

2

∫ T

0

∫ L

0

|ψxx|2 . (4.4.70)

Replacing (4.4.68)-(4.4.70) into (4.4.66) it follows that

1

2

∫ T

0

∫ L

0

|ψxx|2 dxdt = −L
2

∫ T

0

|ψxx (t, 0)|2 dt− L

2

∫ T

0

|ψx (t, 0)|2 dt

−
∫ T

0

ψx (t, 0)ψxx (t, 0) dt+
3

2

∫ T

0

∫ L

0

|ψx|2 dxdt−
∫ T

0

∫ L

0

(x− L)ψxϕtxdxdt.

(4.4.71)
Now, we analyze (4.4.67):∫ T

0

∫ L

0

(x− L)ϕxxψt =

∫ T

0

(x− L)ϕxψt|L0 −
∫ T

0

∫ L

0

ϕxψt −
∫ L

0

∫ T

0

(x− L)ϕxψtx

=

∫ T

0

∫ L

0

|ϕx|2 −
∫ T

0

∫ L

0

|ϕxx|2 +

∫ T

0

ϕx (L)ϕxx (L) (4.4.72)

−
∫ L

0

∫ T

0

(x− L)ϕxψtx,
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−
∫ T

0

∫ L

0

(x− L)ψxxψx = −
∫ T

0

(
x− L

2

)
|ϕx|2

∣∣∣∣L
0

+
1

2

∫ T

0

∫ L

0

|ϕx|2

=
1

2

∫ T

0

∫ L

0

|ϕx|2 (4.4.73)

and

−
∫ T

0

∫ L

0

(x− L)ϕxxϕxxx = −
∫ T

0

(
x− L

2

)
|ϕxx|2

∣∣∣∣L
0

+
1

2

∫ T

0

∫ L

0

|ϕxx|2

= −L
2

∫ T

0

|ϕxx (0)|2 +
1

2

∫ T

0

∫ L

0

|ϕxx|2 . (4.4.74)

Replacing (4.4.72)-(4.4.74) into (4.4.67) we get

1

2

∫ T

0

∫ L

0

|ϕxx|2 dxdt = −L
2

∫ T

0

|ϕxx (t, 0)|2 dt+

∫ T

0

ϕx (t, L)ϕxx (t, L) dt

+
3

2

∫ T

0

∫ L

0

|ϕx|2 dxdt−
∫ T

0

∫ L

0

(x− L)ϕxψtxdxdt.

(4.4.75)

Therefore, adding (4.4.71) and (4.4.75) and using Young inequality, is follows that

1

2

∫ T

0

∫ L

0

(
|ϕxx|2 + |ψxx|2

)
dxdt ≤

∫ T

0

(
1

2ε
ψx (t, 0) +

ε

2
ψxx (t, 0)

)
dt

+
1

2

∫ T

0

(
|ϕx (t, L)|2 + |ϕxx (t, L)|2

)
dt+

3

2

∫ T

0

∫ L

0

|ϕx|2 dxdt

+
3

2

∫ T

0

∫ L

0

|ψx|2 dxdt−
∫ T

0

∫ L

0

((x− L)ψxϕx)t dxdt.

(4.4.76)

Arguing as in (4.4.30) and (4.4.31), (4.4.65) follows.
Hence, proceeding as in the proof of the Theorem 4.13 we obtain (ϕ, ψ) solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,

ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.4.77)

satisfying ∥∥(ϕ0, ψ0
)∥∥

X
= 1, (4.4.78){

ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T ) ,
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T )

(4.4.79)

and
ϕxx (·, L) = 0. (4.4.80)

Remark that (4.4.78) implies that the solutions of (4.4.77)-(4.4.80) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
result:
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Lemma 4.13. For any T > 0 let NT denote the space of the initial states (ϕ0, ψ0) ∈
X such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.4.77)-(4.4.79) satisfies (4.4.80).
Then, for L ∈ (0,+∞) \ (N ∪R), NT = {0}, ∀T > 0.

Proof. Let A be the operator

A (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
,∀ (ϕ, ψ) ∈ D (A) ,

with

D (A) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

Using the same argument of the proof of Lemma 4.3, NT verifies
1. dim (NT ) < +∞;
2. NT ⊂ D (A) ;
3. A (NT ) ⊂ NT .
If NT 6= {0}, the map (ϕ0, ψ0) ∈ CNT −→ A ((ϕ0, ψ0)) ∈ CNT (where CNT denote

the complexification of NT ) has (at least) one eigenvalue. Hence, there exist λ ∈ C,

(ϕ0, ψ0) ∈ (H3 (0, L))
2 \ {(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= 0.

(4.4.81)

To conclude the proof of Lemma 4.13, we prove that this does not hold if L /∈ N .

Lemma 4.14. Let L > 0. Consider the assertion

(F2) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= 0.

Then, (F2) holds if and only if L ∈ N ∪R.

Proof. We use an argument similar to the one used in [62, Lema 3.5]. Assume that

(ϕ0, ψ0) satisfies (F2) and let us denote by (ϕ, ψ) ∈ (H2 (R))
2

its prolongation by 0 to
R. Then,{

−λϕ+ ψ′ + ψ′′′ = ψ′′ (0) δ0 + ψ′ (0) (δ0)′ − ψ′′ (L) δL in D′ (R) ,
−λψ + ϕ′ + ϕ′′′ = ϕ′′ (0) δ0 − ϕ′ (L) (δL)′ in D′ (R) ,

(4.4.82)

where δx0 and (δx0)
′ denote the Dirac measure at x0. Note that the (F2) is equivalent to

the existence of complex numbers α, α′, β, γ, γ′, λ with (α, α′, β, γ, γ′) 6= (0, 0, 0, 0, 0)
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and (ϕ, ψ) ∈ (H2 (R))
2

with compact support in [−L,L] satisfying{
−λ (ϕ+ ψ) + (ψ + ϕ)′ + (ψ + ϕ)′′′ = αδ0 + β (δ0)′ + γδL + γ′ (δL)′ in D′ (R) ,
−λ (ϕ− ψ) + (ϕ− ψ)′ + (ϕ− ψ)′′′ = α′δ0 − β (δ0)′ + γδL + γ′ (δL)′ in D′ (R) .

(4.4.83)

We introduce the notation ϕ̂ (ξ) =
∫ L

0
ϕ (ξ) e−ixξdx and ψ̂ (ξ) =

∫ L
0
ψ (ξ) e−ixξdx.

Then, taking the Fourier transform in (4.4.82) we obtain

−λϕ̂ (ξ) + (iξ) ψ̂ (ξ) + (iξ)3 ψ̂ (ξ) + ψ′′ (L) e−iLξ − ψ′′ (0)− (iξ)ψ′ (0) = 0 (4.4.84)

and

−λψ̂ (ξ) + (iξ) ϕ̂ (ξ) + (iξ)3 ϕ̂ (ξ)− ϕ′′ (0) + (iξ)ϕ′ (L) e−iLξ = 0. (4.4.85)

Adding (4.4.84) and (4.4.85) it follows that(
−λ+ (iξ) + (iξ)3) (ϕ̂ (ξ) + ψ̂ (ξ)

)
= (ϕ′′ (0) + ψ′′ (0)) + (iξ)ψ′ (0)

− ψ′′ (L) e−iLξ − (iξ)ϕ′ (L) e−iLξ.

Then, we denote

û (ξ) :=
(
ϕ̂ (ξ) + ψ̂ (ξ)

)
=

(ϕ′′ (0) + ψ′′ (0)) + (iξ)ψ′ (0)− ψ′′ (L) e−iLξ − (iξ)ϕ′ (L) e−iLξ

−λ+ (iξ) + (iξ)3 .

(4.4.86)
Now, taking the difference between (4.4.84) and (4.4.85) the following identity holds(

−λ− (iξ)− (iξ)3) (ϕ̂ (ξ)− ψ̂ (ξ)
)

= (−ϕ′′ (0) + ψ′′ (0)) + (iξ)ψ′ (0)

− ψ′′ (L) e−iLξ + (iξ)ϕ′ (L) e−iLξ.

We denote

v̂ (ξ) :=
(
ϕ̂ (ξ)− ψ̂ (ξ)

)
=

(−ϕ′′ (0) + ψ′′ (0)) + (iξ)ψ′ (0)− ψ′′ (L) e−iLξ + (iξ)ϕ′ (L) e−iLξ

−λ− (iξ)− (iξ)3 .

In the identity above, consider the change of variable ξ 7−→ −ξ and the new function

v̂ (−ξ) =
(−ϕ′′ (0) + ψ′′ (0))− (iξ)ψ′ (0)− ψ′′ (L) eiLξ − (iξ)ϕ′ (L) eiLξ

−λ+ (iξ) + (iξ)3 . (4.4.87)

Setting λ = ip it is possible to write (4.4.86) and (4.4.87) as

û (ξ) = i
α + (iξ) β + γe−iLξ + γ′ (iξ) e−iLξ

ξ3 − ξ + p
(4.4.88)

and

v̂ (−ξ) = i
α′ − (iξ) β + γeiLξ + γ′ (iξ) eiLξ

ξ3 − ξ + p
. (4.4.89)
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Using Paley-Wiener theorem (see [79, Section 4, page 161]) and the usual character-
ization of H2 (R) by means of their Fourier transforms we see that (F2) is equivalent
to the existence of p ∈ C and

(α, α′, β, γ, γ′) ∈ C5\ (0, 0, 0, 0, 0)

such that

f (ξ) :=
α + (iξ) β + γe−iLξ + γ′ (iξ) e−iLξ

ξ3 − ξ + p

and

g (ξ) :=
α′ − (iξ) β + γeiLξ + γ′ (iξ) eiLξ

ξ3 − ξ + p

satisfies
a) f and g are entire function in C;

b)

∫
R
|f (ξ)|2

(
1 + |ξ|2

)2
dξ <∞ and

∫
R
|g (ξ)|2

(
1 + |ξ|2

)2
dξ <∞;

c) ∀ξ ∈ C, we have that |f (ξ)| ≤ c (1 + |ξ|)k exp (l Im ξ) for some positive constants

c and k.
Remark that f and g are entire if only if the roots µ0, µ1 and µ2 of Q (ξ) := ξ3−ξ+p

are roots of
r1 (ξ) := α + (iξ) β + γe−iLξ + γ′ (iξ) e−iLξ (4.4.90)

and
r2 (ξ) := α′ − (iξ) β + γeiLξ + γ′ (iξ) eiLξ. (4.4.91)

In particular, f and g are entire if and only if f + g and f − g are entire, where{
f + g := (α + α′) + 2 (γ + γ′iξ) cos (Lξ)
f − g := (α− α′) + 2 (iξ) β + (γ + γ′ (iξ)) (−2i) sin (Lξ) .

(4.4.92)

Here we use that cos y =
eiy + e−iy

2
and sin y =

eiy − e−iy

2i
.

If the roots of (4.4.92) are simple, a) holds if the roots of ξ3 − ξ + p are simples and
also roots of (4.4.92). Observe that if a) is true, then b) and c) are satisfied. We find
the roots of (4.4.92) and prove that they are simple:{

2 (γ + γ′iξ) cos (Lξ) = − (α + α′)

2 (γ + γ′iξ) sin (Lξ) =
(α− α′)

i
+ 2ξβ

or, equivalently,{
4 (γ + γ′iξ)2 cos2 (Lξ) = (α + α′)2

4 (γ + γ′iξ)2 sin2 (Lξ) = − (α− α′)2 + 4ξ2β2 +
4

i
βξ (α− α′) .

(4.4.93)

Therefore, adding the identities in (4.4.93) and using the basic relation cos2 (Lξ) +
sin2 (Lξ) = 1, we have(

β2 + (γ′)
2
)
ξ2 +

(
(α− α′)

i
β − 2γγ′i

)
ξ +

(
αα′ − γ2

)
= 0. (4.4.94)
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Taking (4.4.94) into account, we obtain a contradiction. Indeed, (4.4.94) allow us to
conclude that (4.4.92), at least, two roots, unless

β2 + (γ′)2 = 0,
(α− α′)

i
β − 2γγ′i = 0,

αα′ − γ2 = 0.

(4.4.95)

From the first equation of (4.4.95), we obtain β = iγ′ and β = −iγ′.
We analyze the first case, since the second is analogous and it will be omitted. If

β = iγ′, the second equation of (4.4.95) give us that

(α− α′)
i

β − 2γγ′i = 0⇒ ((α− α′)− 2γi) γ′ = 0. (4.4.96)

Now, we consider two cases:
a) If γ′ = 0, then β = 0. Thus, from (4.4.90) and (4.4.91) we have

f (ξ) =
α + γe−iLξ

ξ3 − ξ + p

and

g (ξ) =
α′ + γeiLξ

ξ3 − ξ + p
.

Then, [62, Lema 3.5] ensures that γ′ = β = 0 and, (F2) holds if and only if L ∈ N .
b) If γ′ 6= 0, the third equation of (4.4.95) and (4.4.96) give us that (observe that

α, α′ 6= 0) {
α− α′ = 2γi

αα′ = γ2 ⇔

{
α = α′ + 2γi,

α =
γ2

α′
.

Thus,
γ2

α′
= α′ + 2γi⇔ (α′ + iγ)

2
= 0

and, therefore
α′ = −iγ and α = iγ. (4.4.97)

Returning to (4.4.92) and replacing (4.4.97), f + g can be written as

f + g = 2 (γ + γ′iξ) cos (Lξ) . (4.4.98)

Let us find the roots of f + g. Note that if 2 (γ + γ′iξ) cos (Lξ) = 0, then

ξ = − γ

iγ′
(4.4.99)

or
Lξ =

π

2
+ kπ, k ∈ N∗. (4.4.100)
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As previously mentioned we suppose that, the roots of f+g are (also) roots of Q (ξ).
Then, we consider µ0, µ1 and µ2 three simple roots of Q (ξ) and introduce

∆ := {µ0, µ1, µ2 : µi is root of Q (ξ) , for i = 0, 1, 2} .

We consider two cases:
I) − γ

iγ′
/∈ ∆ ;

II) − γ

iγ′
∈ ∆.

The case I ensures that
Lµi =

π

2
+ kiπ ∈ ∆, (4.4.101)

with ki ∈ N∗, for i = 0, 1, 2. Then, µ0, µ1 and µ2 satisfies

L (µ1 − µ0) = (k1 − k0) π

and
L (µ2 − µ1) = (k2 − k1) π.

Denoting l1 = k1 − k0 and l2 = k2 − k1, from the relations above, we get

µ1 =
l1π

L
+ µ0, l1 ∈ N∗ (4.4.102)

and

µ2 =
l2π

L
+ µ1 =

(l1 + l2) π

L
+ µ0, l1, l2 ∈ N∗. (4.4.103)

On the other hand, we know that

(ξ − µ0) (ξ − µ1) (ξ − µ2) = ξ3 − ξ + p,

since we are assuming that µ0, µ1 and µ2 are simple roots of Q. Thus,

µ0 + µ1 + µ2 = 0, (4.4.104)

µ0µ1 + µ0µ2 + µ1µ2 = −1, (4.4.105)

µ0µ1µ2 = p. (4.4.106)

From (4.4.102), (4.4.103) and (4.4.104) it follows that

3µ0 +

(
l2 + 2l1
L

)
π = 0⇒ Lµ0 = −

(
2l1 + l2

3

)
π, for l1, l2 ∈ N∗. (4.4.107)

But if the roots of Q (ξ) has the form (4.4.101), from (4.4.107) we obtain

−
(

2l1 + l2
3

)
π =

π

2
+ k0.

This equality does not hold since l1 and l2 are natural numbers different from zero.
Therefore, we conclude that the roots of Q (ξ) are not given by (4.4.100).
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The case II ensures exactly the opposite situation, that is, − γ

iγ′
∈ ∆. Remember

that we are analyzing the case in which β = iγ′, thus (4.4.97) holds. Thus,

f + g = 2 (γ + γ′iξ) cos (Lξ) (4.4.108)

and
f − g = 2i (γ + γ′iξ) (1− sin (Lξ)) . (4.4.109)

If we denote
µ0 = − γ

iγ′

and µ0, µ1 and µ2 the simple roots of Q (ξ), then

µ1 6= µ2 6= µ0. (4.4.110)

On the other hand, µ1 and µ2 must be the roots of (4.4.108) and (4.4.109), i.e.{
2 (γ + γ′iµ1) cos (Lµ1) = 0,

2i (γ + γ′iµ1) (1− sin (Lµ1)) = 0,

and {
2 (γ + γ′iµ2) cos (Lµ2) = 0,

2i (γ + γ′iµ2) (1− sin (Lµ2)) = 0.

But from (4.4.110), {
cos (Lµ1) = 0,
sin (Lµ1) = 1,

and {
cos (Lµ2) = 0,
sin (Lµ2) = 1.

From these relations it follows that

Lµ1 =
π

2
+ 2k1π, k1 ∈ N∗ ⇔ µ1 =

π

L

(
1

2
+ 2k1

)
, k1 ∈ N∗

and

Lµ2 =
π

2
+ 2k2π, k2 ∈ N∗ ⇔ µ2 =

π

L

(
1

2
+ 2k2

)
, k2 ∈ N∗.

Note that (4.4.104) ensure that µ0 = −µ1 − µ2 and from (4.4.105) we obtain the
relation

− (µ1 + µ2)2 + µ1µ2 = −1⇔ µ2
1 + µ2

2 + µ1µ2 = 1. (4.4.111)

Now, replacing µ1 and µ2 in (4.4.111) we obtain

L = π

√(
1

2
+ 2k1

)2

+

(
1

2
+ 2k2

)2

+

(
1

2
+ 2k1

)(
1

2
+ 2k2

)
with k1, k2 ∈ N∗ and k1 6= k2.
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Again using the relation (4.4.104), replacing µ1 and µ2, we have that

µ0 = −π
L

(1 + 2 (k1 + k2)) ,

with µ0 6= µi, for i = 1, 2. Therefore, chosen γ and γ′ such that

− γ

iγ′
= µ0,

(F2) holds if and only if L ∈ (N ∪R). This completes the proof of the Lemmas 4.13
and 4.14 and Theorem 4.15.

The following theorem solves the control problem for (4.4.1)-(4.4.2) with h0 = g0 =
h1 = 0:

Theorem 4.16. Let T > 0 and L ∈ (0,+∞) \ (N ∪R). Then, the system (4.4.1)-
(4.4.2) is exactly controllable, with h0 = g0 = h1 = 0, in time T .

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕxx (·, L)‖2

L2(0,T ) −
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.4.112)

where (ϕ1, ψ1) ∈ X and (ϕ, ψ) is the solution of the backward system (4.2.10)-(4.2.11)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ X be a minimizer of Λ. By differentiating Λ, we obtain that (4.4.58)

is satisfied with g1 = ϕxx (t, L) ∈ L2 (0, T ). Hence, in order to get the controllability
result it is sufficient to prove that Λ has at least one minimum point. But from (4.4.58)
and (4.4.61), holds that

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕx (·, L)‖2

L2(0,T ) + ‖ψx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
X

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.16 is
complete.

Remark 4.6. An important is whether system (4.4.1)-(4.4.2) is exactly controllable in
two situations: i) h1 = g1 = 0 and ii) g0 = h1 = g1 = 0. Observe that, for the first
case, it would be necessary to prove that, for any T > 0, there exist C = C (T, L) > 0,
such that

‖(ϕ, ψ)‖2
X ≤ C

∫ T

0

(
|ϕxx (t, 0)|2 + |ψxx (t, 0)|2

)
dt,

holds for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial
data (ϕ1, ψ1). For the second case, it would be necessary to prove that

‖(ϕ, ψ)‖2
X ≤ C

∫ T

0

(
|ψxx (t, 0)|2

)
dt,
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for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial data
(ϕ1, ψ1). Note that both inequalities can be obtained following the same steps of the
proof of Theorems 4.13 and 4.15. Necessarily, we have to treat new spectral problems.
However, considering the change of variable t 7→ T − t and x 7→ L − x, we obtain the
following problem η̃t + w̃x + w̃xxx = 0 in (0, T )× (0, L) ,

w̃t + η̃x + η̃xxx = 0 in (0, T )× (0, L) ,
η̃ (T, x) = η̃T (x) , w̃ (T, x) = w̃T (x) in (0, L) ,

(4.4.113)

satisfying the boundary conditions{
η̃ (t, 0) = 0, η̃ (t, L) = h0 (t) , η̃x (t, L) = 0 in (0, T )
w̃ (t, 0) = 0, w̃ (t, L) = g0 (t) , w̃x (t, 0) = 0 in (0, T ) ,

(4.4.114)

for the first case, and{
η̃ (t, 0) = 0, η̃ (t, L) = h0 (t) , η̃x (t, L) = 0 in (0, T )
w̃ (t, 0) = 0, w̃ (t, L) = 0, w̃x (t, 0) = 0 in (0, T ) ,

(4.4.115)

for the second case. Thus, the exact controllability of (4.4.113)-(4.4.114) is obtained if
we prove that ∥∥∥(ϕ̃, ψ̃)∥∥∥2

X
≤ C

∫ T

0

(
|ϕ̃xx (t, L)|2 +

∣∣∣ψ̃xx (t, L)
∣∣∣2) dt,

for any
(
ϕ̃0, ψ̃0

)
∈ X, where

(
ϕ̃, ψ̃

)
is the solution of

ϕ̃t + ψ̃x + ψ̃xxx = 0 in (0, T )× (0, L) ,

ψ̃t + ϕ̃x + ϕ̃xxx = 0 in (0, T )× (0, L) ,

ϕ̃ (0, x) = ϕ̃0 (x) , w̃ (0, x) = ψ̃0 (x) in (0, L) ,

(4.4.116)

satisfying the boundary conditions{
ϕ̃ (t, 0) = ϕ̃ (t, L) = ϕ̃x (t, L) = 0 in (0, T ) ,

ψ̃ (t, 0) = ψ̃ (t, L) = ψ̃x (t, 0) = 0 in (0, T ) ,
(4.4.117)

for T > 0 and L > 0. In order to obtain the controllability result for (4.4.113)-(4.4.114)
it is necessary to prove that∥∥∥(ϕ̃, ψ̃)∥∥∥2

X
≤ C

∫ T

0

∣∣∣ψ̃xx (t, L)
∣∣∣2 dt,

for any
(
ϕ̃0, ψ̃0

)
∈ X, where

(
ϕ̃, ψ̃

)
is the solution of (4.4.116)-(4.4.117), for T >

0 and L ∈ (0,∞) \ (N ∪R). Therefore, we transfer the problems of the Dirichlet
condition on zero for the Dirichlet condition on L. This is exactly what was done in
Theorem 4.15 and Lemmas 4.13 and 4.14. Then, the following theorems holds:
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Theorem 4.17. Let T > 0 and L > 0. Then, the system (4.4.1)-(4.4.2) is exactly
controllable, with h1 = g1 = 0, in time T = 0.

Theorem 4.18. Let T > 0 and L ∈ (0,+∞) \ (N ∪R). Then, the system (4.4.1)-
(4.4.2) is exactly controllable, with g0 = h1 = g1 = 0, in time T = 0.

Remark 4.7. Note that due to change of variable described in Remark 4.6, Theorems
4.17 and 4.18 show that the solution of the systems can be driven from any instant T
to the zero initial data.

4.4.3 Double mixed control of Dirichlet type

In this section we consider (4.4.2) with g0 = h1 = 0. We first give an equivalent
condition for the exact controllability property:

Lemma 4.15. Let (η1, w1) ∈ X ′. Then, there exist two control (h0 (t) , g1 (t)) ∈
[L2 (0, L)]

2
, such that the solution (η, w) of (4.4.1)-(4.4.2) with g0 = h1 = 0, satis-

fies (4.4.3) if and only if

〈(
η1, w1

)
,
(
ϕ1, ψ1

)〉
X′×X =

∫ T

0

(h0 (t)ψxx (t, 0)− g1 (t)ϕxx (t, L)) dt (4.4.118)

for any (ϕ1, ψ1) ∈ X, (ϕ, ψ) being the solution of the backward system (4.2.10)-(4.2.12).

Proof. The relation (4.4.118) is obtained multiplying the equations in (4.4.1) by the
solution (ϕ, ψ) of (4.2.10)-(4.2.12) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result:

Theorem 4.19. Set N and R defined as in Theorem 4.15. Then, for T > 0 and
L ∈ (0,+∞) \ (N ∪R), there exist C = C (T, L) > 0 such that the inequality

∥∥(ϕ1, ψ1
)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, L)|2 + |ψxx (t, 0)|2

)
dt, (4.4.119)

holds for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial
data (ϕ1, ψ1).

Proof. The proof follows closely the proof of Theorem 4.15, therefore we omitted the
details. The change of variable t = T − t transforms (4.2.10)-(4.2.11) into (4.2.13)-
(4.2.15). Hence, the proof of inequality (4.4.119) is equivalent to the proof of the
inequality ∥∥(ϕ0, ψ0

)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, L)|2 + |ψxx (t, 0)|2

)
dt, (4.4.120)

for any (ϕ0, ψ0) ∈ X, where (ϕ, ψ) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0, ψ0).
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We assume that (4.4.120) is not true. Then, there exist a sequence {(ϕ0
n, ψ

0
n)}n∈N ∈

X such that ∥∥(ϕ0
n, ψ

0
n

)∥∥
X

= 1, (4.4.121)

‖ϕn,xx (·, L)‖2
L2(0,T ) −→ 0, as n→∞ (4.4.122)

and
‖ψn,xx (·, 0)‖2

L2(0,T ) −→ 0, as n→∞ (4.4.123)

where (ϕn, ψn) ∈ Z is the solution of (4.2.13)-(4.2.15) with initial data (ϕ0
n, ψ

0
n). Let us

denote
Y := L2

(
0, T ;

(
H7/4 (0, L)

)2
)
∩ C0

(
[0, T ] ;

(
H1 (0, L)

)2
)

.

We show that there exist some positive constant c1 such that: ∀ (ϕ, ψ) ∈ Z solution
of (4.2.13)-(4.2.15), one has

‖(ϕ, ψ)‖2
Z ≤ c1

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, 0)‖2
L2(0,T )

)
+ c1

(
‖(ϕ, ψ)‖2

Y +
∥∥(ϕ0, ψ0

)∥∥
(H1(0,L))2

)
. (4.4.124)

For that purpose, we use the multiplier method. Multiplying the first equation of
(4.2.13) by (x− L)ψxx, the second one by (x− L)ϕxx and integrating in (0, T )×(0, L),
we obtain

1

2

∫ T

0

∫ L

0

|ψxx|2 dxdt = −L
2

∫ T

0

|ψxx (t, 0)|2 dt− L

2

∫ T

0

|ψx (t, 0)|2 dt

−
∫ T

0

ψx (t, 0)ψxx (t, 0) dt+
3

2

∫ T

0

∫ L

0

|ψx|2 dxdt−
∫ T

0

∫ L

0

(x− L)ψxϕtxdxdt

(4.4.125)
and

1

2

∫ T

0

∫ L

0

|ϕxx|2 dxdt = −L
2

∫ T

0

|ϕxx (t, 0)|2 dt−
∫ T

0

ϕx (t, L)ϕxx (t, L) dt

+
3

2

∫ T

0

∫ L

0

|ϕx|2 dxdt−
∫ T

0

∫ L

0

(x− L)ϕxψtxdxdt.

(4.4.126)

Hence, proceeding as in the proof of the Theorem 4.13 we obtain (ϕ, ψ) solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.4.127)

satisfying ∥∥(ϕ0, ψ0
)∥∥

X
= 1, (4.4.128){

ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T )

(4.4.129)
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and
ϕxx (·, L) = ψxx (·, 0) = 0. (4.4.130)

Remark that (4.4.128) implies that the solutions of (4.4.127)-(4.4.130) cannot be
identically zero. Therefore, the proof of the theorem will be complete if we prove the
following result:

Lemma 4.16. For any T > 0 let NT denote the space of the initial states (ϕ0, ψ0) ∈ X
such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.4.127)-(4.4.129) satisfies (4.4.130).
Then, for L ∈ (0,+∞) \ (N ∪R), NT = {0}, ∀T > 0.

Proof. Let A be the operator

A (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
,∀ (ϕ, ψ) ∈ D (A) ,

with

D (A) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

Using the same argument of the proof of Lemma 4.3, NT verifies
1. dim (NT ) < +∞;
2. NT ⊂ D (A) ;
3. A (NT ) ⊂ NT .
If NT 6= {0}, the map (ϕ0, ψ0) ∈ CNT −→ A ((ϕ0, ψ0)) ∈ CNT (where CNT denote

the complexification of NT ) has (at last) one eigenvalue, hence there exist λ ∈ C,

(ϕ0, ψ0) ∈ (H3 (0, L))
2 \ {(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′′
= 0.

(4.4.131)

To conclude the proof of the Lemma 4.16, we prove that this does not hold if L /∈ N .

Lemma 4.17. Let L > 0. Consider the assertion

(F3) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′′
= 0.

Then, (F3) holds if and only if L ∈ (N ∪R).

Proof. We follows the argument used in [62, Lema 3.5]. Assume that (ϕ0, ψ0) satisfies

(F3) and let us denote by (ϕ, ψ) ∈ (H2 (R))
2

its prolongation by 0 to R. Then,{
−λϕ+ ψ′ + ψ′′′ = ψ′ (0) (δ0)′ − ψ′′ (L) δL in D′ (R) ,
−λψ + ϕ′ + ϕ′′′ = ϕ′′ (0) δ0 − ϕ′ (L) (δL)′ in D′ (R) ,

(4.4.132)
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where δx0 and (δx0)
′ denote the Dirac measure at x0. Note that the (F3) is equivalent

to the existence of complex numbers α, β, γ, γ′, λ with (α, β, γ, γ′) 6= (0, 0, 0, 0) and

(ϕ, ψ) ∈ (H2 (R))
2

with compact support in [−L,L] satisfying{
−λ (ϕ+ ψ) + (ψ + ϕ)′ + (ψ + ϕ)′′′ = αδ0 + β (δ0)′ + γδL + γ′ (δL)′ in D′ (R) ,
−λ (ϕ− ψ) + (ϕ− ψ)′ + (ϕ− ψ)′′′ = −αδ0 − β (δ0)′ + γδL + γ′ (δL)′ in D′ (R) .

(4.4.133)

We introduce the notation ϕ̂ (ξ) =
∫ L

0
ϕ (ξ) e−ixξdx and ψ̂ (ξ) =

∫ L
0
ψ (ξ) e−ixξdx.

Then, taking the Fourier transform in (4.4.132) we obtain that (see (4.4.86) and (4.4.87))

û (ξ) :=
(
ϕ̂ (ξ) + ψ̂ (ξ)

)
=
ϕ′′ (0) + (iξ)ψ′ (0)− ψ′′ (L) e−iLξ − (iξ)ϕ′ (L) e−iLξ

−λ+ (iξ) + (iξ)3 .

(4.4.134)
and

v̂ (ξ) :=
(
ϕ̂ (ξ)− ψ̂ (ξ)

)
=
−ϕ′′ (0) + (iξ)ψ′ (0)− ψ′′ (L) e−iLξ + (iξ)ϕ′ (L) e−iLξ

−λ− (iξ)− (iξ)3 .

For v̂ consider the change of variable ξ 7−→ −ξ and the new function

v̂ (−ξ) =
−ϕ′′ (0)− (iξ)ψ′ (0)− ψ′′ (L) eiLξ − (iξ)ϕ′ (L) eiLξ

−λ+ (iξ) + (iξ)3 . (4.4.135)

Setting λ = ip we can write (4.4.134) and (4.4.135) as

û (ξ) = i
α + (iξ) β + γe−iLξ + γ′ (iξ) e−iLξ

ξ3 − ξ + p
(4.4.136)

and

v̂ (−ξ) = i
−α− (iξ) β + γeiLξ + γ′ (iξ) eiLξ

ξ3 − ξ + p
. (4.4.137)

Using Paley-Wiener theorem (see [79]) and the usual characterization of H2 (R) by
means of Fourier transforms we see that (F3) is equivalent to the existence of p ∈ C
and

(α, β, γ, γ′) ∈ C4\ (0, 0, 0, 0)

such that

f (ξ) :=
α + (iξ) β + γe−iLξ + γ′ (iξ) e−iLξ

ξ3 − ξ + p

and

g (ξ) :=
−α− (iξ) β + γeiLξ + γ′ (iξ) eiLξ

ξ3 − ξ + p

satisfies
a) f and g are entire function in C;

b)

∫
R
|f (ξ)|2

(
1 + |ξ|2

)2
dξ <∞ and

∫
R
|g (ξ)|2

(
1 + |ξ|2

)2
dξ <∞;
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c) ∀ξ ∈ C, we have that |f (ξ)| ≤ c (1 + |ξ|)k exp (l Im ξ) for some positive constants

c and k.
Remark that f and g are entire if and only if the roots µ0, µ1 and µ2 of Q (ξ) :=

ξ3 − ξ + p are roots of

r1 (ξ) := α + (iξ) β + γe−iLξ + γ′ (iξ) e−iLξ (4.4.138)

and
r2 (ξ) := −α− (iξ) β + γeiLξ + γ′ (iξ) eiLξ. (4.4.139)

In particular, f and g are entire if and only if f + g and f − g are entire, where{
f + g := 2 (γ + γ′iξ) cos (Lξ)
f − g := 2α + 2 (iξ) β + (γ + γ′ (iξ)) (−2i) sin (Lξ) .

(4.4.140)

Here we use that cos y =
eiy + e−iy

2
and sin y =

eiy − e−iy

2i
.

If the roots of (4.4.140) are simple, a) holds if the roots of Q (ξ) are simples and also
roots of (4.4.140). Observe that if a) is true, then b) and c) are satisfied. We find the
roots of (4.4.140) and prove that they are simple:{

4 (γ + γ′iξ)2 cos2 (Lξ) = 0

4 (γ + γ′iξ)2 sin2 (Lξ) = −4α2 + 4ξ2β2 +
8

i
βξα.

(4.4.141)

Therefore, adding the identities in (4.4.141) and using the basic relation cos2 (Lξ) +
sin2 (Lξ) = 1, we have(

β2 + (γ′)
2
)
ξ2 +

(
2αβ

i
− 2γγ′i

)
ξ −

(
α2 + γ2

)
= 0. (4.4.142)

Taking (4.4.142) into account, we obtain a contradiction. Indeed, (4.4.142) allows
us to conclude that (4.4.142), at least, two roots, unless β2 + (γ′)2 = 0,

αβ + γγ′ = 0,
α2 + γ2 = 0.

(4.4.143)

From the first equation of (4.4.143) we obtain β = iγ′ and β = −iγ′.
We analyze the first case, since the second case is analogous and it will be omitted.

If β = iγ′, the second equation of (4.4.143) give us that

αβ + γγ′ = 0⇒ (αi+ γ) γ′ = 0. (4.4.144)

Now we consider two cases:
a) If γ′ = 0, then β = 0. Thus, from (4.4.138) and (4.4.139) we have

f (ξ) =
α + γe−iLξ

ξ3 − ξ + p
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and

g (ξ) =
−α + γeiLξ

ξ3 − ξ + p
.

Then, [62, Lema 3.5] ensure that for γ′ = β = 0 and (F3) holds if and only if L ∈ N .
b) If γ′ 6= 0, the second and the third equation of (4.4.143) give us that α = iγ, since

β = iγ′. Then from (4.4.140) we obtain that

f + g = 2 (γ + γ′iξ) cos (Lξ) ,

and
f − g = 2i (γ + γ′iξ) (1− sin (Lξ)) .

Therefore, the conclusion of the Lemma 4.17 follows exactly as the conclusion of Lemma
4.14. Thus, (F3) holds if and only if L ∈ (N ∪R). This completes the proof of the
Lemmas 4.16 and 4.17 and Theorem 4.19.

The following theorem solves the control problem (4.4.1)-(4.4.2) with g0 = h1 = 0:

Theorem 4.20. Let T > 0 and L ∈ (0,+∞) \ (N ∪R). Then, the system (4.4.1)-
(4.4.2) is exactly controllable, with g0 = h1 = 0, in time T .

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx, (4.4.145)

where (ϕ1, ψ1) ∈ X and (ϕ, ψ) is the solution of the backward system (4.2.10)-(4.2.11)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ X be a minimizer of Λ. By differentiating Λ, we obtain that (4.4.118)

is satisfied with h0 = ψxx (t, 0) ∈ L2 (0, T ) and g1 = ϕxx (t, L) ∈ L2 (0, T ). Hence, in
order to get the controllability result it is sufficient to prove that Λ has at least one
minimum point. But from (4.4.118) and (4.4.119), holds that

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψxx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
X

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.20 is
complete.

Remark 4.8. In this section we prove the controllability of the system (4.4.1)-(4.4.2)
with g0 = h1 = 0. Observe that, if we consider h0 = g1 = 0, the problem of con-
trollability is reduced to prove the following observability inequality: For T > 0 and
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L ∈ (0,+∞) \ (N ∪R), there exist C = C (T, L) > 0 such that the inequality

∥∥(ϕ1, ψ1
)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, 0)|2 + |ψxx (t, L)|2

)
dt, (4.4.146)

holds for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial
data (ϕ1, ψ1). The proof follows exactly the same steps of the previous one, so it will
be omitted. Thus, we also have the following theorem:

Theorem 4.21. Let T > 0 and L ∈ (0,+∞) \ (N ∪R). Then, the system (4.4.1)-
(4.4.2) is exactly controllable, with h0 = g1 = 0, in time T .

4.5 Exact Boundary Controllability For The Linear System:
Mixed boundary condition

This section is devoted to the analysis of the exact controllability property of the linear
system corresponding to (4.1.7) with mixed boundary controls. More precisely, given
T > 0 and (η0, w0),

(
ηT , wT

)
:= (η1, w1) ∈ Σ̄, we study the existence of the controls

(h1, g1, h2, g2) ∈ Σ̄1 such that the solution (η, w) of the system ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.5.1)

satisfying the boundary conditions{
η (t, 0) = 0, η (t, L) = h1 (t) , ηx (t, 0) = h2 (t) in (0, T )
w (t, 0) = 0, w (t, L) = g1 (t) , wx (t, L) = g2 (t) in (0, T ) ,

(4.5.2)

satisfies
η (T, ·) = η1, w (T, ·) = w1 in Σ̄. (4.5.3)

The spaces Σ̄ and Σ̄1 will be defined later.

Definition 4.4. Let T > 0. System (4.5.1) is exact controllable in time T if for any
initial and final data (η0, w0), (η1, w1) ∈ Σ̄, there exist control functions (h1, g1, h2, g2) ∈
Σ̄1 such that the solution of (4.5.1)-(4.5.2) satisfies (4.5.3).

For the analysis of the controllability we will consider several cases regarding the
amount of controls on (4.5.2).

4.5.1 Double control

In this section we consider (4.5.2) with h1 = g2 = 0. We first give an equivalent
condition for the exact controllability property:
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Lemma 4.18. Let (η1, w1) ∈ Σ̄ := X ′. Then, there exist two control (g1 (t) , h2 (t)) ∈
Σ̄1 := [L2 (0, L)]

2
, such that the solution (η, w) of (4.5.1)-(4.5.2), with h1 = g2 = 0,

satisfies (4.5.3) if and only if〈(
η1, w1

)
,
(
ϕ1, ψ1

)〉
X′×X = −

∫ T

0

(h2 (t)ψx (t, 0) + g1 (t)ϕxx (t, L)) dt (4.5.4)

for any (ϕ1, ψ1) ∈ X, (ϕ, ψ) being the solution of the backward system (4.2.10)-(4.2.12).

Proof. The relation (4.5.4) is obtained multiplying the equations in (4.5.1) by the so-
lution (ϕ, ψ) of (4.2.10)-(4.2.12) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result:

Theorem 4.22. For any T > 0 and L ∈ N there exists C = C (T, L) > 0 such that
the inequality ∥∥(ϕ1, ψ1

)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, L)|2 + |ψx (t, 0)|2

)
dt, (4.5.5)

holds for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial
data (ϕ1, ψ1).

Proof. The change of variable t = T − t transforms (4.2.10)-(4.2.12) into (4.2.13)-
(4.2.15). Hence, inequality (4.5.5) is equivalent to∥∥(ϕ0, ψ0

)∥∥2

X
≤ C

∫ T

0

(
|ϕxx (t, L)|2 + |ψx (t, 0)|2

)
dt, (4.5.6)

for any (ϕ0, ψ0) ∈ X, where (ϕ, ψ) is the solution of (4.2.13)-(4.2.15) with initial data
(ϕ0, ψ0).

We assume that (4.5.6) does not holds. Then, there exists a sequence {(ϕ0
n, ψ

0
n)}n∈N ∈

X such that ∥∥(ϕ0
n, ψ

0
n

)∥∥
X

= 1, (4.5.7)

‖ϕn,xx (·, L)‖2
L2(0,T ) −→ 0, as n→∞ (4.5.8)

and
‖ψn,x (·, 0)‖2

L2(0,T ) −→ 0, as n→∞ (4.5.9)

where (ϕn, ψn) ∈ Z is the solution of (4.2.13)-(4.2.15) with initial data (ϕ0
n, ψ

0
n). Let us

denote
Y := L2

(
0, T ;

(
H7/4 (0, L)

)2
)
∩ C0

(
[0, T ] ;

(
H1 (0, L)

)2
)

.

We show that there exist some positive constant C such that: ∀ (ϕ, ψ) ∈ Z solution
of (4.2.13)-(4.2.15), one has

‖(ϕ, ψ)‖2
Z ≤ C

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψx (·, 0)‖2
L2(0,T ) + ‖(ϕ, ψ)‖2

Y +
∥∥(ϕ0, ψ0

)∥∥
(H1(0,L))2

)
.

(4.5.10)
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For that purpose, we use the multiplier method. Multiplying the first equation of
(4.2.13) by (x− L)ψxx, the second one by (x− L)ϕxx and integrating in (0, T )×(0, L),
we obtain

1

2

∫ T

0

∫ L

0

|ψxx|2 dxdt = −L
2

∫ T

0

|ψxx (t, 0)|2 dt− L

2

∫ T

0

|ψx (t, 0)|2 dt

−
∫ T

0

ψx (t, 0)ψxx (t, 0) dt+
3

2

∫ T

0

∫ L

0

|ψx|2 dxdt−
∫ T

0

∫ L

0

(x− L)ψxϕtxdxdt

(4.5.11)
and

1

2

∫ T

0

∫ L

0

|ϕxx|2 dxdt = −L
2

∫ T

0

|ϕxx (t, 0)|2 dt−
∫ T

0

ϕx (t, L)ϕxx (t, L) dt

+
3

2

∫ T

0

∫ L

0

|ϕx|2 dxdt−
∫ T

0

∫ L

0

(x− L)ϕxψtxdxdt.

(4.5.12)

Hence, proceeding as in the proof of the Theorem 4.13 we obtain (ϕ, ψ) solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.5.13)

satisfying ∥∥(ϕ0, ψ0
)∥∥

X
= 1, (4.5.14){

ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = 0 in (0, T ) ,

(4.5.15)

and, in addition,
ϕxx (·, L) = ψx (·, 0) = 0. (4.5.16)

Remark that (4.5.14) implies that the solutions of (4.5.13)-(4.5.16) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
result:

Lemma 4.19. For any T > 0, let NT denote the space of the initial states (ϕ0, ψ0) ∈
X such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.5.13)-(4.5.15) satisfies (4.5.16).
Then, for L ∈ (0,+∞) \N , where N is defined by (4.4.59), NT = {0}, ∀T > 0.

Proof. Let A be the operator

A (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
, ∀ (ϕ, ψ) ∈ D (A) ,

with

D (A) =
{

(ϕ, ψ) ∈
(
H3 (0, L)

)2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = ψx (L) = 0

}
.

Using the same argument of the proof of Lemma 4.3, NT verifies
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1. dim (NT ) < +∞;
2. NT ⊂ D (A) ;
3. A (NT ) ⊂ NT .

If NT 6= {0}, the map (ϕ0, ψ0) ∈ CNT −→ A ((ϕ0, ψ0)) ∈ CNT (where CNT denote
the complexification of NT ) has (at last) one eigenvalue, hence there exist λ ∈ C,

(ϕ0, ψ0) ∈ (H3 (0, L))
2 \ {(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′
= 0.

(4.5.17)

To conclude the proof of the Lemma 4.19, we prove that this does not hold if L /∈ N .

Lemma 4.20. Let L > 0. Consider the assertion

(F4) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′
= 0.

Then, (F4) holds if and only if L ∈ N .

Proof. We follow the argument used in [62, Lema 3.5]. Assume that (ϕ0, ψ0) satisfies

(F3) and let us denote by (ϕ, ψ) ∈ (H2 (R))
2

its prolongation by 0 to R. Then,{
−λϕ+ ψ′ + ψ′′′ = ψ′′ (0) δ0 − ψ′′ (L) δL in D′ (R) ,
−λψ + ϕ′ + ϕ′′′ = ϕ′′ (0) δ0 − ϕ′ (L) (δL)′ in D′ (R) ,

(4.5.18)

where δx0 and (δx0)
′ denote the Dirac measure at x0. Note that the (F4) is equivalent

to the existence of complex numbers α, α′, γ, γ′, λ with (α, α′, γ, γ′) 6= (0, 0, 0, 0) and

(ϕ, ψ) ∈ (H2 (R))
2

with compact support in [−L,L] satisfying{
−λ (ϕ+ ψ) + (ψ + ϕ)′ + (ψ + ϕ)′′′ = αδ0 + γδL + γ′ (δL)′ in D′ (R) ,
−λ (ϕ− ψ) + (ϕ− ψ)′ + (ϕ− ψ)′′′ = α′δ0 + γδL + γ′ (δL)′ in D′ (R) .

(4.5.19)

We introduce the notation ϕ̂ (ξ) =
∫ L

0
ϕ (ξ) e−ixξdx and ψ̂ (ξ) =

∫ L
0
ψ (ξ) e−ixξdx.

Then, taking the Fourier transform in (4.5.18) we obtain that

û (ξ) :=
(
ϕ̂ (ξ) + ψ̂ (ξ)

)
=

(ϕ′′ (0) + ψ′′ (0))− ψ′′ (L) e−iLξ − (iξ)ϕ′ (L) e−iLξ

−λ+ (iξ) + (iξ)3 .

(4.5.20)
and

v̂ (ξ) :=
(
ϕ̂ (ξ)− ψ̂ (ξ)

)
=

(−ϕ′′ (0) + ψ′′ (0))− ψ′′ (L) e−iLξ + (iξ)ϕ′ (L) e−iLξ

−λ− (iξ)− (iξ)3 .
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For v̂ consider the change of variable ξ 7−→ −ξ and the new function

v̂ (−ξ) =
(−ϕ′′ (0) + ψ′′ (0))− ψ′′ (L) eiLξ − (iξ)ϕ′ (L) eiLξ

−λ+ (iξ) + (iξ)3 . (4.5.21)

Setting λ = ip we can write (4.5.20) and (4.5.21) as

û (ξ) = i
α + γe−iLξ + γ′ (iξ) e−iLξ

ξ3 − ξ + p
(4.5.22)

and

v̂ (−ξ) = i
α′ + γeiLξ + γ′ (iξ) eiLξ

ξ3 − ξ + p
. (4.5.23)

Using Paley-Wiener theorem (see [79]) and the usual characterization of H2 (R) by
means of their Fourier transforms we see that (F4) is equivalent to the existence of
p ∈ C and

(α, α′, γ, γ′) ∈ C4\ (0, 0, 0, 0)

such that

f (ξ) :=
α + γe−iLξ + γ′ (iξ) e−iLξ

ξ3 − ξ + p
(4.5.24)

and

g (ξ) :=
α′ + γeiLξ + γ′ (iξ) eiLξ

ξ3 − ξ + p
(4.5.25)

satisfies
a) f and g are entire function in C;

b)

∫
R
|f (ξ)|2

(
1 + |ξ|2

)2
dξ <∞ and

∫
R
|g (ξ)|2

(
1 + |ξ|2

)2
dξ <∞;

c) ∀ξ ∈ C, we have that |f (ξ)| ≤ c (1 + |ξ|)k exp (l Im ξ) for some positive constants

c and k.
Remark that f and g are entire if and only if the roots µ0, µ1 and µ2 of Q (ξ) :=

ξ3 − ξ + p are roots of

r1 (ξ) := α + γe−iLξ + γ′ (iξ) e−iLξ

and
r2 (ξ) := α′ + γeiLξ + γ′ (iξ) eiLξ.

In particular, f and g are entire if and only if f + g and f − g are entire, where{
f + g := (α + α′) + 2 (γ + γ′iξ) cos (Lξ)
f − g := (α− α′) + (γ + γ′iξ) (−2i) sin (Lξ) .

(4.5.26)

Here we use that cos y =
eiy + e−iy

2
and sin y =

eiy − e−iy

2i
.

If the roots of (4.5.26) are simple, a) holds if the roots of Q (ξ) are simples and also
roots of (4.5.26). Observe that if a) is true, then b) and c) are satisfied. We find the
roots of (4.5.26) and prove that are simple. We analyze the following cases:
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Case I: Q (ξ) has a simple roots.
Let us consider the system{

(α + α′) + 2 (γ + γ′iξ) cos (Lξ) = 0
(α− α′) + (γ + γ′iξ) (−2i) sin (Lξ) = 0

or, equivalently, {
4 (γ + γ′iξ)2 cos2 (Lξ) = (α + α′)2

4 (γ + γ′iξ)2 sin2 (Lξ) = − (α− α′)2 .
(4.5.27)

Therefore, adding the identities in (4.5.27) and using the basic relation cos2 (Lξ) +
sin2 (Lξ) = 1, we have

− (γ′)
2
ξ2 + 2γγ′iξ +

(
γ2 − αα′

)
= 0. (4.5.28)

Taking (4.5.28) into account, we obtain a contradiction. Indeed, (4.5.28) allow us to
conclude that (4.5.26) has, at least, two roots, unless (γ′)2 = 0,

γγ′ = 0,
(γ2 − αα′) = 0.

(4.5.29)

From the first equation of (4.5.29) we obtain γ′ = 0 and from (4.5.24) and (4.5.25) it
follows that

f (ξ) :=
α + γe−iLξ

ξ3 − ξ + p

and

g (ξ) :=
α′ + γeiLξ

ξ3 − ξ + p
.

Then, [62, Lema 3.5] ensure that (F4) holds if and only if L ∈ N .

Case II: Q (ξ) has a root of order three.
If Q (ξ) has a root of order three, namely, µ0, then

Q (µ0) = Q′ (µ0) = Q′′ (µ0) = 0,

and, therefore,
µ0 = 0⇒ Q (0) = p = 0.

Thus, Q (ξ) = ξ (ξ + 1) (ξ − 1). This is a contradiction, because Q (ξ) has a root of
order three.
Case III: Q (ξ) has a double root.

In this case, we consider µ0 = µ1 and µ2 roots of Q (ξ). By previous computations
(see Lemma 4.7), we obtain

µ0 = µ1 =
1√
3

, µ2 = − 2√
3

and p =
2

3
√

3
(4.5.30)

or

µ0 = µ1 = − 1√
3

, µ2 =
2√
3

and p = − 2

3
√

3
. (4.5.31)
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We analyze the case wherein the roots are given by (4.5.30). In this case µ0 = µ1

and µ2 should be roots of (4.5.24) and (4.5.25), that is
α + γ exp

(
−iL 1√

3

)
+ γ′

(
i

1√
3

)
exp

(
−iL 1√

3

)
= 0,

− (iL) γ exp

(
−iL 1√

3

)
+ γ′i exp

(
−iL 1√

3

)
+ γ′

(
L√
3

)
exp

(
−iL 1√

3

)
= 0,

(4.5.32)


α′ + γ exp

(
iL

1√
3

)
+ γ′

(
i

1√
3

)
exp

(
iL

1√
3

)
= 0,

(iL) γ exp

(
iL

1√
3

)
+ γ′i exp

(
iL

1√
3

)
− γ′

(
L√
3

)
exp

(
iL

1√
3

)
= 0,

(4.5.33)

and 
α + γ exp

(
iL

2√
3

)
+ γ′

(
−i 2√

3

)
exp

(
iL

2√
3

)
= 0,

α′ + γ exp

(
−iL 2√

3

)
+ γ′

(
−i 2√

3

)
exp

(
−iL 2√

3

)
= 0.

(4.5.34)

Finally, we obtain that the solution of this system, i.e., find L such that (4.5.32)-
(4.5.34) are satisfied. From the second equation of (4.5.32) and second equation of
(4.5.33), we obtain the following system in function of γ and γ′

− (iL) γ exp

(
−iL 1√

3

)
+ γ′i exp

(
−iL 1√

3

)
+ γ′

(
L√
3

)
exp

(
−iL 1√

3

)
= 0,

(iL) γ exp

(
iL

1√
3

)
+ γ′i exp

(
iL

1√
3

)
− γ′

(
L√
3

)
exp

(
iL

1√
3

)
= 0,

or, equivalently, 
− (iL) γ + γ′i+ γ′

(
L√
3

)
= 0

(iL) γ + γ′i− γ′
(
L√
3

)
= 0

⇔ 2γ′i = 0

Then, γ = γ′ = 0, and using (for example) (4.5.34), we have that α = α′ = 0. Thus,
the system (4.5.32)-(4.5.34) has a trivial solution. The case wherein µ0 = µ1 and µ2

are of the form (4.5.31) is analogous.
Thus, we conclude from Cases I, II and III that (F4) holds if and only if L ∈ N .

This completes the proof of Lemmas 4.19, 4.20 and Theorem 4.22.

The following theorem solves the control problem (4.5.1)-(4.5.2) with h1 = g2 = 0:

Theorem 4.23. Let T > 0 and L ∈ (0,+∞) \N . Then the system (4.5.1)-(4.5.2) is
exactly controllable, with h1 = g2 = 0, in time T .



144

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.5.35)

where (ϕ1, ψ1) ∈ X and (ϕ, ψ) is the solution of the backward system (4.2.10)-(4.2.11)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ X be a minimizer of Λ. By differentiating Λ, we obtain that (4.5.4)

is satisfied with h2 = ψx (t, 0) ∈ L2 (0, T ) and g1 = ϕxx (t, L) ∈ L2 (0, T ). Hence, in
order to get the controllability result it is sufficient to prove that Λ has at least one
minimum point. But from (4.5.4) and (4.5.5), holds that

Λ
(
ϕ1, ψ1

)
=

1

2

(
‖ϕxx (·, L)‖2

L2(0,T ) + ‖ψx (·, 0)‖2
L2(0,T )

)
−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
X

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.23 is
complete.

Remark 4.9. In this section we prove the controllability of the system (4.5.1)-(4.5.2)
with h1 = g2 = 0. Observe that, if we consider g1 = h2 = 0, the problem of con-
trollability is reduced to prove the following observability inequality: For T > 0 and
L ∈ (0,+∞) \N , there exist C = C (T, L) > 0, such that the inequality∥∥(ϕ1, ψ1

)∥∥2

X
≤ C

∫ T

0

(
|ϕx (t, L)|2 + |ψxx (t, L)|2

)
dt, (4.5.36)

holds for any (ϕ1, ψ1) ∈ X, where (ϕ, ψ) is the solution of (4.2.10)-(4.2.11) with initial
data (ϕ1, ψ1). The proof follows exactly the same steps of the proof of Lemmas 4.3 and
4.4, so it will be omitted. Thus, the following theorem holds.

Theorem 4.24. Let T > 0 and L ∈ (0,+∞) \N . Then the system (4.5.1)-(4.5.2) is
exactly controllable, with g1 = h2 = 0, in time T .

4.6 Nonlinear Problem

This section is devoted to the study of the nonlinear problem (4.1.7), namely,{
ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L) .

(4.6.1)

Observe that with the boundary conditions (4.1.8), the Kato smoothing effect does not
holds. Therefore, we consider the solution of the system (4.6.1) satisfying the following
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boundary conditions{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = g2 (t) in (0, T ) ,

(4.6.2)

and{
η (t, L) = 0, ηx (t, 0) = 0, α2η (t, 0) + α3ηx (t, L) + wxx (t, 0) = h0 (t) in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L)− α3 (η (t, 0)− ηx (t, L)) = g2 (t) in (0, T ) ,

(4.6.3)
where αi are positive constants for i = 1, 2, 3, and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.6.4)

4.6.1 Well-Posedness in X0.

We study the existence of solutions of the linear system corresponding to (4.6.1){
ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,

(4.6.5)

satisfying, initially, the following boundary conditions{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = 0 in (0, T ) ,

(4.6.6)

and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.6.7)

Let X0 = (L2 (0, L))
2

endowed with the usual inner product and consider the oper-
ator A : D (A) ⊂ X0 → X0, where

D (A) =

{
(η, w) ∈ (H3 (0, L))

2
; η (0) = w (0) = η (L) = w (L) = ηx (0) = 0

and wx (L) + α1ηx (L) = 0

}
,

and

A (η, w) =

(
−wx − wxxx
−ηx − ηxxx

)
, ∀ (η, w) ∈ D (A) . (4.6.8)

With the notation introduce above, system (4.6.5) can be now written as an abstract
Cauchy problem in X0 {

(η, w)t = A (η, w) ,
(η, w) (0) = (η0, w0) .

(4.6.9)

On the other hand, the adjoint of the operator A (denoted by A∗) is give by

A∗ (ϕ, ψ) =

(
ψx + ψxxx
ϕx + ϕxxx

)
, ∀ (ϕ, ψ) ∈ D (A∗) , (4.6.10)

where A∗ : D (A∗) ⊂ X0 → X0 with

D (A∗) =

{
(ϕ, ψ) ∈ (H3 (0, L))

2
;ϕ (0) = ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = 0

and ψx (L)− α1ϕx (L) = 0

}
.
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Proposition 4.2. The operators A and A∗ are dissipative in X0.

Proof. Consider (η, w) ∈ D (A). By multiplying the first equation of the system (4.6.5)
by η, the second one by w and integrating by parts in (0, L), we obtain∫ L

0

(−wx − wxxx) ηdx =

∫ L

0

wηxdx+

∫ L

0

wxxηxdx

and ∫ L

0

(−ηx − ηxxx)wdx = −
∫ L

0

wηxdx+

∫ L

0

ηxxwxdx.

Therefore,

〈A (η, w) , (η, w)〉X0
=

∫ L

0

(ηxwx)x dx = ηx (L)wx (L)

= −α1 |ηx (L)|2 ≤ 0.

Hence A is dissipative in X0. Analogously, we deduce that

〈A∗ (ϕ, ψ) , (ϕ, ψ)〉X0
= −α1 |ϕx (L)|2 ≤ 0, ∀ (ϕ, ψ) ∈ D (A∗) ,

i.e., A∗ is dissipative in X0.

Since A and A∗ are both dissipative, A is a closed operator and the respective
domains D (A) and D (A∗) are dense and compactly embedded in X0 we conclude that
A generates a C0 semigroup of contractions in X0 which will be denoted by (S (t))t≥0.
Then, classical existence results give us the global well-posedness for (4.6.5)-(4.6.7):

Theorem 4.25. Let (η0, w0) ∈ X0. Then, there exists a unique weak solution (η, w) =
S (·) (η0, w0) of (4.6.5)-(4.6.7) such that

(η, w) ∈ C ([0, T ] ;X0) . (4.6.11)

Moreover, if (η0, w0) ∈ D (A), then (4.6.5)-(4.6.7) has a unique (classical) solution
(η, w) such that

(η, w) ∈ C ([0, T ] ;D (A)) ∩ C1 (0, T ;X0) . (4.6.12)

Additional regularity results for the weak solutions of (4.6.5)-(4.6.7) are proven in
the next theorem.

Theorem 4.26. Let (η0, w0) ∈ X0 and (η, w) = S (·) (η0, w0). Then, for any T > 0∫ L

0

(
|η0 (x)|2 + |w0 (x)|2

)
dx−

∫ L

0

(
|η (T, x)|2 + |w (T, x)|2

)
dx

= 2α1

∫ T

0

|ηx (t, L)|2 dt,
(4.6.13)

and

T

2

∫ L

0

(
|η0 (x)|2 + |w0 (x)|2

)
dx =

1

2

∫ T

0

∫ L

0

(
|η|2 + |w|2

)
dxdt

+α1

∫ T

0

(T − t) |ηx (t, L)|2 dt.
(4.6.14)
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Moreover, there exist a positive constant C = C (T, L) such that

‖(η, w)‖L2(0,T ;(H1(0,L))2) ≤ C
∥∥(η0, w0

)∥∥
X0

. (4.6.15)

Remark 4.10. Observe that Theorem 4.26 reveals a Kato smoothing effect, this is
possible due to damping in the boundary condition of Neumann type.

Proof of Theorem 4.26. Let C denote a positive constant which may vary from line
to line. Pick any (η0, w0) ∈ D (A). Multiplying the first equation of (4.6.5) by η, the
second one by w, adding the two obtained equations and integrating over (0, T )×(0, L),
we obtain after some integrations by parts (4.6.13). The identity may be extended to
any initial state (η0, w0) ∈ X0 by a density argument. Multiplying the first equation of
(4.6.5) by (T − t)η, the second one by (T − t)w, and integrating over (0, T )× (0, L) we
derive (4.6.14) in a similar way. Let us proceed to the proof of (4.6.15). Multiply the
first equation of (4.6.5) by xw, the second by xη, integrate over (0, T ) × (0, L). After
some integrations by parts and using the boundary conditions (4.6.6), we obtain that

3

2

∫ T

0

∫ L

0

(w2
x + η2

x) dxdt = −
∫ T

0

∫ L

0

x (ηw)t +
1

2

∫ T

0

∫ L

0

(w2 + η2) dxdt

+
L (α2

1 + 1)

2

∫ T

0

|ηx (t, L)|2 dt
(4.6.16)

Observe that, ∫ T

0

∫ L

0

(
w2 + η2

)
dxdt ≤ 2

∫ T

0

E (0) dt = 2TE (0) , (4.6.17)

where

E (t) =
1

2

∫ L

0

(
w2 + η2

)
dx

is the energy associated of the system (4.6.5). Furthermore,

−
∫ T

0

∫ L

0

x (ηw)t = −
∫ L

0

xη (T, x)w (T, x) dx+

∫ L

0

xη0 (x)w0 (x) dx

≤ L

∫ L

0

(
|η (T, x)|2 + |w (T, x)|2

2

)
dx+ L

∫ L

0

(
|η0|2 + |w0|2

2

)
dx

≤ LE (T ) + L

∫ L

0

(
|η0|2 + |w0|2

2

)
dx ≤ 2LE (0) , (4.6.18)

since E (t) is decreasing. Thus, from (4.6.16)-(4.6.18), we obtain that

3

2

∫ T

0

∫ L

0

(
w2
x + η2

x

)
dxdt ≤ 2TE (0) + 2LE (0) +

(
L (α2

1 + 1)

2α1

)∫ T

0

α1 |ηx (t, L)|2 dt.

(4.6.19)
Then, (4.6.15) follows from (4.6.19) and (4.6.13).



148

Now, we prove the same properties for the system (4.6.5) with the boundary condi-
tions{

η (t, L) = 0, ηx (t, 0) = 0, α2η (t, 0) + α3ηx (t, L) + wxx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L)− α3 (η (t, 0)− ηx (t, L)) = 0 in (0, T ) ,

(4.6.20)
and the initial conditions (4.6.7). Consider the operator A : D (A) ⊂ X0 → X0, where

D (A) =

{
(η, w) ∈ (H3 (0, L))

2
;w (0) = η (L) = w (L) = ηx (0) = 0,

α2η (0) + α3ηx (L) + wxx (0) = 0 and wx (L)− α3 (η (0)− ηx (L)) = 0

}
and A∗ : D (A∗) ⊂ X0 → X0, where

D (A∗) =

{
(ϕ, ψ) ∈ (H3 (0, L))

2
;ψ (0) = ϕ (L) = ψ (L) = ϕx (0) = 0,

α2ϕ (0)− (α3ϕx (L) + ψxx (0)) = 0 and ψx (L)− α3 (ϕ (0) + ϕx (L)) = 0

}
.

Proposition 4.3. The operators A and A∗ are dissipative in X0.

Proof. Consider (η, w) ∈ D (A). By multiplying the first equation of the system (4.6.5)
by η, the second one by w, integrating by parts in (0, L) and using the boundary
conditions (4.6.20), the following holds

〈A (η, w) , (η, w)〉X0
= −α2 |η (0)|2 − α3

∣∣η2
x (L)

∣∣ ≤ 0.

Hence A is dissipative in X0. Analogously, we deduce that

〈A∗ (ϕ, ψ) , (ϕ, ψ)〉X0
= −α2 |ϕ (0)|2 − α3 |ϕx (L)|2 ≤ 0, ∀ (ϕ, ψ) ∈ D (A∗) ,

i.e., A∗ is dissipative in X0.

Then, classical existence results give us the global well-posedness for (4.6.5) with
boundary conditions (4.6.20) and initial conditions (4.6.7):

Theorem 4.27. Let (η0, w0) ∈ X0. Then, there exists a unique weak solution (η, w) =
S (·) (η0, w0) of (4.6.5) with boundary conditions (4.6.20) and initial conditions (4.6.7)
such that

(η, w) ∈ C ([0, T ] ;X0) . (4.6.21)

Moreover, if (η0, w0) ∈ D (A), then (4.6.5) with boundary conditions (4.6.20) and initial
conditions (4.6.7) has a unique (classical) solution (η, w) such that

(η, w) ∈ C ([0, T ] ;D (A)) ∩ C1 (0, T ;X0) .

Additional regularity results for the weak solutions of (4.6.5) with boundary condi-
tions (4.6.20)-(4.6.7) are given in the next theorem:

Theorem 4.28. Let (η0, w0) ∈ X0 and (η, w) = S (·) (η0, w0). Then, for any T > 0∫ L

0

(
|η0 (x)|2 + |w0 (x)|2

)
dx−

∫ L

0

(
|η (T, x)|2 + |w (T, x)|2

)
dx

= 2

∫ T

0

(
α2 |η (t, 0)|2 + α3 |ηx (t, L)|2

)
dt,

(4.6.22)
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and

T

2

∫ L

0

(
|η0 (x)|2 + |w0 (x)|2

)
dx =

1

2

∫ T

0

∫ L

0

(
|η|2 + |w|2

)
dxdt

+

∫ T

0

(T − t)
(
α2 |η (t, 0)|2 + α3 |ηx (t, L)|2

)
dt.

(4.6.23)

Moreover, there exist a positive constant C = C (T, L) such that

‖(η, w)‖L2(0,T ;(H1(0,L))2) ≤ C
∥∥(η0, w0

)∥∥
X0

. (4.6.24)

Remark 4.11. Observe that Theorem 4.28, as Theorem 4.26, reveals a Kato smoothing
effect. This is possible due to damping in the boundary condition of Neumann-Dirichlet
type.

Proof. To obtain (4.6.22) and (4.6.23) we proceed as in the proof of Theorem 4.26. Let
us proceed to the proof of (4.6.24). Multiply the first equation of (4.6.5) by xw, the
second by xη, integrate over (0, T )× (0, L). After some integrations by parts, we have
that

3

2

∫ T

0

∫ L

0

(w2
x + η2

x) dxdt = −
∫ T

0

∫ L

0

x (ηw)t +
1

2

∫ T

0

∫ L

0

(w2 + η2) dxdt

+
L

2

∫ T

0

|ηx (t, L)|2 dt+
L

2

∫ T

0

|wx (t, L)|2 dt.
(4.6.25)

Using the boundary conditions (4.6.20), we obtain

L

2

∫ T

0

|wx (t, L)|2 dt =
Lα2

3

2

∫ T

0

|η (0)− ηx (L)|2 dt

=
Lα2

3

2

∫ T

0

(
|η (0)|2 + |ηx (L)|2 − 2η (0) ηx (L)

)
dt

≤ Lα2
3

∫ T

0

(
|η (0)|2 + |ηx (L)|2

)
dt.

Thus,

L

2

∫ T

0

( |ηx (t, L)|2 + |wx (t, L)|2)dt = Lα2
3

∫ T

0

|η (0)|2 dt+

(
L

2
+ Lα2

3

)∫ T

0

|ηx (L)|2 dt

=
Lα2

3

α2

∫ T

0

α2 |η (0)|2 dt

+

(
L

2α3

+ Lα3

)∫ T

0

α3 |ηx (L)|2 dt

≤ K

∫ T

0

(
α2 |η (0)|2 + α3 |ηx (L)|2

)
dt, (4.6.26)

where K = max

{
Lα2

3

α2

,

(
L

2α3

+ Lα3

)}
.



150

Note that ∫ T

0

∫ L

0

(
w2 + η2

)
dxdt ≤ 2

∫ T

0

E (0) dt = 2TE (0) , (4.6.27)

where

E (t) =
1

2

∫ L

0

(
w2 + η2

)
dx

is the energy associated to the system (4.6.5). Furthermore,

−
∫ T

0

∫ L

0

x (ηw)t = −
∫ L

0

xη (T, x)w (T, x) dx+

∫ L

0

xη0 (x)w0 (x) dx

≤ L

∫ L

0

(
|η (T, x)|2 + |w (T, x)|2

2

)
dx+ L

∫ L

0

(
|η0|2 + |w0|2

2

)
dx

≤ LE (T ) + L

∫ L

0

(
|η0|2 + |w0|2

2

)
dx ≤ 2LE (0) , (4.6.28)

since E (t) is decreasing. Thus, from (4.6.25)-(4.6.28), we obtain that

3

2

∫ T

0

∫ L

0

(
w2
x + η2

x

)
dxdt ≤ 2TE (0) + 2LE (0) +K

∫ T

0

(
α2 |η (0)|2 + α3 |ηx (L)|2

)
dt.

(4.6.29)
Then, (4.6.24) follows from (4.6.29) and (4.6.22).

4.6.2 Adjoint System

This section is devoted to study the properties of the adjoint system of (4.6.5), namely{
ϕt + ψx + ψxxx = 0 in (0, T )× (0, L) ,
ψt + ϕx + ϕxxx = 0 in (0, T )× (0, L) ,

(4.6.30)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = 0, ψx (t, L)− α1ϕx (t, L) = 0 in (0, T ) ,

(4.6.31)

and the initial conditions

ϕ (T, x) = ϕ1 (x) , ψ (T, x) = ψ1 (x) in (0, L) . (4.6.32)

Remark that the change of variable t 7→ T − t reduces system (4.6.30)-(4.6.32) to{
ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,

(4.6.33)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = 0, ψx (t, L)− α1ϕx (t, L) = 0 in (0, T ) ,

(4.6.34)
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and the initial conditions

ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) . (4.6.35)

Thus, (4.6.33)-(4.6.35) is equivalent to{
(ϕ, ψ)t = A∗ (ϕ, ψ) ;
(ϕ, ψ) (0) = (ϕ0, ψ0) ,

where A∗ is given by (4.6.10). Observe that the properties of the solutions of (4.6.33)-
(4.6.35) are similar to the ones deduced in Theorem 4.25 and Theorem 4.26. More
precisely, we have

Theorem 4.29. Let (ϕ0, ψ0) ∈ X0. Then there exist a unique weak solution (ϕ, ψ) =
S (·) (ϕ0, ψ0) of (4.6.33)-(4.6.35) such that

(ϕ, ψ) ∈ C ([0, T ] ;X0) ∩ L2
(

0, T ;
(
H1 (0, L)

)2
)

(4.6.36)

and the following estimates holds

‖(ϕ, ψ)‖L2(0,T ;(H1(0,L))2) ≤ c1

∥∥(ϕ0, ψ0
)∥∥

X0
, (4.6.37)

∫ L

0

(
|ϕ0 (x)|2 + |ψ0 (x)|2

)
dx−

∫ L

0

(
|ϕ (T, x)|2 + |ψ (T, x)|2

)
dx

= 2α1

∫ T

0

|ϕx (t, L)|2 dt
(4.6.38)

and

T

2

∫ L

0

(
|ϕ0 (x)|2 + |ψ0 (x)|2

)
dx =

1

2

∫ T

0

∫ L

0

(
|ϕ|2 + |ψ|2

)
dxdt

+α1

∫ T

0

(T − t) |ϕx (t, L)|2 dt.
(4.6.39)

where c1 and α1 is a positive constants.

Remark 4.12. As in Theorems 4.27 and 4.28, we can extend the result of the above
theorem to the boundary conditions given by (4.6.20).

4.6.3 The nonhomogeneous system

Now we use the adjoint system to define our solution by transposition. Consider the
nonhomogeneous system given by{

ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,

(4.6.40)

satisfying the boundary conditions{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = g2 (t) in (0, T ) ,

(4.6.41)
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and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.6.42)

From (4.2.9), (4.6.34) and (4.6.41), we have that

0 =

∫ L

0

[ηϕ+ wψ]T0 dx−
∫ T

0

wx (t, L)ϕx (t, L) dt−
∫ T

0

ηx (t, L)ψx (t, L) dt

=

∫ L

0

[ηϕ+ wψ]T0 dx−
∫ T

0

wx (t, L)ϕx (t, L) dt−
∫ T

0

ηx (t, L) (α1ϕx (t, L)) dt

=

∫ L

0

[ηϕ+ wψ]T0 dx−
∫ T

0

ϕx (t, L) [wx (t, L) + α1ηx (t, L)] dt.

(4.6.43)
Therefore,

0 =

∫ L

0

[ηϕ+ wψ]T0 dx−
∫ T

0

ϕx (t, L) g2 (t) dt. (4.6.44)

Definition 4.5. Given T > 0, (η0, w0) ∈ X0 and g2 ∈ L2 (0, T ), we call a solution by
transposition of (4.6.40)-(4.6.42), a function

(η, w) ∈
[
L2 ((0, T )× (0, L))

]2
, (4.6.45)

satisfying∫ L

0

(η (t)ϕ (t) + w (t)ψ (t)) dx = −
∫ t

0

ϕx (s, L) g2 (s) ds+

∫ L

0

(
η0ϕ (0) + w0ψ (0)

)
dx,

where (ϕ, ψ) is a solution of{
ϕt + ψx + ψxxx = 0 in (0, T )× (0, L) ,
ψt + ϕx + ϕxxx = 0 in (0, T )× (0, L) ,

(4.6.46)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = 0, ψx (t, L)− α1ϕx (t, L) = 0 in (0, T ) ,

(4.6.47)

and the initial conditions

ϕ (T, x) = 0, ψ (T, x) = 0 in (0, L) . (4.6.48)

4.7 Exact Boundary Controllability Results: The Linear Sys-
tem With Boundary Damping

This section is devoted to the analysis of the exact controllability property for the linear
system (4.6.5) with boundary control of Neumann type. More precisely, given T > 0 and
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(η0, w0),
(
ηT , wT

)
:= (η1, w1) ∈ X0, we study the existence a control g2 (t) ∈ L2 (0, T ),

such that the solution (η, w) of the system ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.7.1)

satisfying the boundary conditions{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = g2 (t) in (0, T ) ,

(4.7.2)

satisfies
η (T, ·) = η1, w (T, ·) = w1 in L2 (0, L) . (4.7.3)

From now on, we shall consider only the case η0 = w0 = 0.

4.7.1 Single Control of Neumann type

In this section we study the exact controllability, in time T , for the system (4.7.1)-
(4.7.2). We first give an equivalent condition for the exact controllability property:

Lemma 4.21. Let (η1, w1) ∈ X0. Then, there exist a control g2 (t) ∈ L2 (0, T ), such
that the solution (η, w) of (4.7.1)-(4.7.2) satisfies (4.7.3) if and only if∫ L

0

(
η1ϕ1 + w1ψ1

)
dx = −

∫ T

0

ϕx (t, L) g2 (t) dt+

∫ L

0

(
η0ϕ (0) + w0ψ (0)

)
dx, (4.7.4)

for any (ϕ1, ψ1) ∈ X0, (ϕ, ψ) being the solution of the backward system (4.6.30)-
(4.6.32).

Proof. Identity (4.7.4) is obtained multiplying the equations in (4.7.1) by the solution
(ϕ, ψ) of (4.6.30)-(4.6.32) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result:

Theorem 4.30. Let N =

{
2π
√

k2+kl+l2

3
: k, l ∈ N∗

}
. Then, ∀ L ∈ (0,+∞) \N and ∀

T > 0, ∃ C (T, L) > 0 such that∥∥(ϕ1, ψ1
)∥∥2

X0
≤ C

∫ T

0

|ϕx (t, L)|2 dt, (4.7.5)

holds for any (ϕ1, ψ1) ∈ X0, where (ϕ, ψ) is the solution of (4.6.30)-(4.6.32) with initial
data (ϕ1, ψ1).

Proof. The change of variable t = T − t transforms (4.6.30)-(4.6.32) into (4.6.33)-
(4.6.35). Hence, inequality (4.7.5) is equivalent to∥∥(ϕ0, ψ0

)∥∥2

X0
≤ C

∫ T

0

|ϕx (t, L)|2 dt, (4.7.6)



154

for any (ϕ0, ψ0) ∈ X0, where (ϕ, ψ) is the solution of (4.6.33)-(4.6.35) with initial data
(ϕ0, ψ0). To prove the observability (4.7.6), we proceed as in previous cases. Let us
suppose that (4.7.6) does not hold. In this case, it follows that there exists a sequence
{(ϕ0

n, ψ
0
n)}n∈N in X0 such that ∥∥(ϕ0

n, ψ
0
n

)∥∥
X0

= 1 (4.7.7)

and ∫ T

0

|ϕn,x (t, L)|2 dt→ 0 in L2 (0, T ) , as n→∞, (4.7.8)

where (ϕn, ψn) is the solution of (4.6.33)-(4.6.35) with initial data (ϕ0
n, ψ

0
n). From

Theorem 4.29 we obtain that {(ϕn, ψn)}n∈N is bounded in L2
(

0, T ; (H1 (0, L))
2
)

and

from (4.6.33) we have that {((ϕn)t , (ψn)t)}n∈N is bounded in L2
(

0, T ; (H−2 (0, L))
2
)

.

Since (
H1 (0, L)

)2
↪→cc

[
L2 (0, L)

]2
↪→
(
H−2 (0, L)

)2
,

being the first embedding compact, it follows that {(ϕn, ψn)}n∈N is relatively compact
in L2 (0, T ;X0). Therefore, there exists a subsequence, still denoted by the same index,
such that

(ϕn, ψn) −→ (ϕ, ψ) in L2 (0, T ;X0) .

Moreover, by Theorem 4.29 and (4.7.8), we see that {(ϕ0
n, ψ

0
n)}n∈N is a Cauchy sequence

in X0, hence for some pair (ϕ0, ψ0) ∈ X0, we have that(
ϕ0
n, ψ

0
n

)
−→

(
ϕ0, ψ0

)
in X0. (4.7.9)

From (4.6.39) and (4.7.8) we infer that

ϕx (t, L) = 0 (4.7.10)

and ∥∥(ϕ0, ψ0
)∥∥

X0
= 1. (4.7.11)

Hence, (ϕ, ψ) is a solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,
ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.7.12)

satisfying the boundary conditions{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = 0, ψx (t, L)− α1ϕx (t, L) = 0 in (0, T ) ,

(4.7.13)

and, in addition,
ϕx (·, L) = 0. (4.7.14)

Remark that (4.7.11) implies that the solutions of (4.7.12)-(4.7.14) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
results:
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Lemma 4.22. For any T > 0, let NT denote the space of the initial states (ϕ0, ψ0) ∈
X0 such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.7.12)-(4.7.13) satisfies (4.7.14).
Then, for L ∈ (0,+∞) \N , NT = {0}, ∀T > 0.

Lemma 4.23. Let L > 0. Consider the assertion

(A) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= 0.

Then, (A) holds if and only if L ∈ N .

The proofs of Lemmas 4.22 and 4.23 follow exactly the same techniques used in [62,
Lemma 3.4] and in Lemma 4.7, so it is omitted. Thus, with the Lemmas 4.22 and 4.23
in hands, Theorem 4.30 follows.

The following theorem gives a positive answer for the control problem (4.7.1)-(4.7.2):

Theorem 4.31. Let T > 0 and L ∈ (0,+∞) \N . Then the system (4.7.1)-(4.7.2) is
exactly controllable in time T .

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕx (·, L)‖2

L2(0,T ) −
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.7.15)

where (ϕ1, ψ1) ∈ X0 and (ϕ, ψ) is the solution of the backward system (4.6.30)-(4.6.32)
with initial data (ϕ1, ψ1).

Let
(
ϕ̂1, ψ̂1

)
∈ X0 be a minimizer of Λ. By differentiating Λ, we obtain that (4.7.4)

is satisfied with g2 ∈ L2 (0, T ). Hence, in order to get the controllability result it is
sufficient to prove that Λ has at least one minimum point. But from (4.7.4) and (4.7.5),
it follows that

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕx (·, L)‖2

L2(0,T ) −
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
X0

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.31 is
complete.

4.7.2 Double Control Mixed Type

This section is devoted to the analysis of the exact controllability property for the linear
system (4.6.5) with mixed boundary controls. More precisely, given T > 0 and (η0, w0),
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(
ηT , wT

)
:= (η1, w1) ∈ X0, we study the existence of controls h0, g2 ∈ L2 (0, T ) such

that the solution (η, w) of the system ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.7.16)

satisfying the boundary conditions{
η (t, L) = 0, ηx (t, 0) = 0, α2η (t, 0) + α3ηx (t, L) + wxx (t, 0) = h0 (t) in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L)− α3 (η (t, 0)− ηx (t, L)) = g2 (t) in (0, T ) ,

(4.7.17)
satisfies

η (T, ·) = η1, w (T, ·) = w1 in L2 (0, L) . (4.7.18)

From now on, we shall consider only the case η0 = w0 = 0.

Definition 4.6. Given T > 0, (η0, w0) ∈ X0 and (h0, g2) ∈ (L2 (0, T ))
2
, we call a

solution by transposition of (4.7.16) with boundary condition (4.7.17), a function

(η, w) ∈
[
L2 ((0, T )× (0, L))

]2
, (4.7.19)

satisfying∫ L

0

(η (t)ϕ (t) + w (t)ψ (t)) dx = −
∫ t

0

(ϕ (s, 0)h0 (s) + ϕx (s, L) g2 (s)) ds

+

∫ L

0

(
η0ϕ (0) + w0ψ (0)

)
dx,

where (ϕ, ψ) is a solution of (4.6.46) with boundary condition{
ϕ (t, L) = ϕx (t, 0) = 0, α3 (ϕ (t, 0) + ϕx (t, L))− ψx (t, L) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = 0, α2ϕ (t, 0)− α3ϕx (t, L)− ψxx (t, 0) = 0 in (0, T ) ,

(4.7.20)
and initial conditions

ϕ (T, x) = 0, ψ (T, x) = 0 in (0, L) . (4.7.21)

Definition 4.7. Let T > 0. System (4.7.16) is exact controllable in time T if for
any initial and final data (η0, w0), (η1, w1) ∈ X0, there exist controls functions h0, g2 ∈
L2 (0, T ) such that the solution of (4.7.16)-(4.7.17) satisfies (4.7.18).

We first give an equivalent condition for the exact controllability property:

Lemma 4.24. Let (η1, w1) ∈ X0. Then, there exist two controls g0 (t) , h2 (t) ∈ L2 (0, T ),
such that the solution (η, w) of (4.7.16)-(4.7.17) satisfies (4.7.18) if and only if∫ L

0

(
η1ϕ1 + w1ψ1

)
dx = −

∫ T

0

(ϕ (t, 0)h0 (t) + ϕx (t, L) g2 (t)) dt

+

∫ L

0

(
η0ϕ (0) + w0ψ (0)

)
dx, (4.7.22)
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for any (ϕ1, ψ1) ∈ X0, (ϕ, ψ) being the solution of the backward system (4.6.30)-
(4.6.32).

Proof. Identity (4.7.22) is obtained multiplying the equations in (4.7.16) by the solution
(ϕ, ψ) of (4.6.30)-(4.6.32) and integrating by parts.

For the study of the controllability property, a fundamental role will be played by
the following observability result:

Theorem 4.32. For any T > 0 and L ∈ N there exists C = C (T, L) > 0 such that
the inequality ∥∥(ϕ1, ψ1

)∥∥2

X0
≤ C

∫ T

0

(
|ϕx (t, L)|2 + |ϕ (t, 0)|2

)
dt, (4.7.23)

holds for any (ϕ1, ψ1) ∈ X0, where (ϕ, ψ) is the solution of (4.6.30)-(4.6.32) with initial
data (ϕ1, ψ1).

Proof. The change of variable t = T − t transforms (4.6.30)-(4.6.32) into (4.6.33)-
(4.6.35). Hence, inequality (4.7.23) is equivalent to∥∥(ϕ0, ψ0

)∥∥2

X0
≤ C

∫ T

0

(
|ϕx (t, L)|2 + |ϕ (t, 0)|2

)
dt, (4.7.24)

for any (ϕ0, ψ0) ∈ X0, where (ϕ, ψ) is the solution of (4.6.33)-(4.6.35) with initial data
(ϕ0, ψ0).

We assume that (4.7.24) does not holds. Then, there exists a sequence {(ϕ0
n, ψ

0
n)}n∈N ∈

X0 such that ∥∥(ϕ0
n, ψ

0
n

)∥∥
X0

= 1, (4.7.25)

‖ϕn,x (·, L)‖2
L2(0,T ) −→ 0, as n→∞ (4.7.26)

and
‖ϕn (·, 0)‖2

L2(0,T ) −→ 0, as n→∞ (4.7.27)

where (ϕn, ψn) is the solution of (4.6.33)-(4.6.35) with initial data (ϕ0
n, ψ

0
n). Hence,

proceeding as in the proof of the Theorem 4.30 (see also Remark 4.12 ) we obtain
(ϕ, ψ) solution of ϕt − ψx − ψxxx = 0 in (0, T )× (0, L) ,

ψt − ϕx − ϕxxx = 0 in (0, T )× (0, L) ,
ϕ (0, x) = ϕ0 (x) , ψ (0, x) = ψ0 (x) in (0, L) ,

(4.7.28)

satisfying ∥∥(ϕ0, ψ0
)∥∥

X0
= 1, (4.7.29)

{
ϕ (t, L) = ϕx (t, 0) = 0, α3 (ϕ (t, 0) + ϕx (t, L))− ψx (t, L) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = 0, α2ϕ (t, 0)− α3ϕx (t, L)− ψxx (t, 0) = 0 in (0, T ) ,

(4.7.30)
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and, in addition,
ϕx (·, L) = ϕ (·, 0) = 0. (4.7.31)

Therefore,{
ϕ (t, 0) = ϕ (t, L) = ϕx (t, 0) = ϕx (t, L) = 0 in (0, T )
ψ (t, 0) = ψ (t, L) = ψx (t, L) = ψxx (t, 0) = 0 in (0, T ) ,

(4.7.32)

Remark that (4.7.29) implies that the solutions of (4.7.28)-(4.7.31) cannot be identi-
cally zero. Therefore, the proof of the theorem will be complete if we prove the following
result:

Lemma 4.25. For any T > 0, let NT denote the space of the initial states (ϕ0, ψ0) ∈
X0 such that the solution (ϕ, ψ) = S (·) (ϕ0, ψ0) of (4.7.28)-(4.7.30) satisfies (4.7.31).
Then, for L ∈ (0,+∞) \N , where N is defined by (4.4.59), NT = {0}, ∀T > 0.

Proof. The proof is very similar to the one of [62, Lemma 3.4] and so it is omitted.
Then, to finish the proof of the theorem we need to prove the following lemma:

Lemma 4.26. Let L > 0. Consider the assertion

(A1) ∃λ ∈ C, ∃
(
ϕ0, ψ0

)
∈
(
H3 (0, L)

)2 \{(0, 0)} such that
λϕ0 =

[
(ψ0)

′
+ (ψ0)

′′′]
,

λψ0 =
[
(ϕ0)

′
+ (ϕ0)

′′′]
,

ϕ0 (0) = ϕ0 (L) = (ϕ0 (0))
′
= (ϕ0 (L))

′
= 0,

ψ0 (0) = ψ0 (L) = (ψ0 (L))
′
= (ψ0 (0))

′′
= 0.

Then, (A1) holds if and only if L ∈ N .

Proof. We use an argument which is similar to the one used in [62, Lema 3.5]. Assume

that (ϕ0, ψ0) satisfies (F1) and let us denote by (ϕ, ψ) ∈ (H2 (R))
2

their prolongation
by 0 to R. Then,{

−λϕ+ ψ′ + ψ′′′ = ψ′ (0) (δ0)′ − ψ′′ (L) δL in D′ (R) ,
−λψ + ϕ′ + ϕ′′′ = ϕ′′ (0) δ0 − ϕ′′ (L) δL in D′ (R) ,

(4.7.33)

where δx0 and (δx0)
′ denote the Dirac measure at x0. Note that the (A1) is equivalent to

the existence of complex numbers α, α′, β, γ, γ′, λ with (α, α′, β, γ, γ′) 6= (0, 0, 0, 0, 0)

and (ϕ, ψ) ∈ (H2 (R))
2

with compact support in [−L,L] such that{
−λ (ϕ+ ψ) + (ψ + ϕ)′ + (ψ + ϕ)′′′ = αδ0 + β (δ0)′ + γδL in D′ (R) ,
−λ (ϕ− ψ) + (ϕ− ψ)′ + (ϕ− ψ)′′′ = α′δ0 − β (δ0)′ + γ′δL in D′ (R) .

(4.7.34)

Let us introduce the notation ϕ̂ (ξ) =
∫ L

0
ϕ (ξ) e−ixξdx and ψ̂ (ξ) =

∫ L
0
ψ (ξ) e−ixξdx.

Then, taking the Fourier transform in (4.7.33) we obtain

−λϕ̂ (ξ) + (iξ) ψ̂ (ξ) + (iξ)3 ψ̂ (ξ) + ψ′′ (L) e−iLξ − (iξ)ψ′ (0) = 0 (4.7.35)

and
−λψ̂ (ξ) + (iξ) ϕ̂ (ξ) + (iξ)3 ϕ̂ (ξ)− ϕ′′ (0) + ϕ′′ (L) e−iLξ = 0. (4.7.36)
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Then, adding (4.7.35) and (4.7.36) the following identity holds(
−λ+ (iξ) + (iξ)3) (ϕ̂ (ξ) + ψ̂ (ξ)

)
= ϕ′′ (0) + (iξ)ψ′ (0) + (−ψ′′ (L)− ϕ′′ (L)) e−iLξ.

We denote

û (ξ) :=
(
ϕ̂ (ξ) + ψ̂ (ξ)

)
=
ϕ′′ (0) + (iξ)ψ′ (0) + (−ψ′′ (L)− ϕ′′ (L)) e−iLξ

−λ+ (iξ) + (iξ)3 . (4.7.37)

We also take the difference between (4.7.35) and (4.7.36) to obtain(
−λ− (iξ)− (iξ)3) (ϕ̂ (ξ)− ψ̂ (ξ)

)
= −ϕ′′ (0) + (iξ)ψ′ (0) + (−ψ′′ (L) + ϕ′′ (L)) e−iLξ.

Here, we denote

v̂ (ξ) :=
(
ϕ̂ (ξ)− ψ̂ (ξ)

)
=
−ϕ′′ (0) + (iξ)ψ′ (0) + (−ψ′′ (L) + ϕ′′ (L)) e−iLξ

−λ− (iξ)− (iξ)3 .

Introducing the change of variable ξ 7−→ −ξ, we have that

v̂ (−ξ) =
−ϕ′′ (0)− (iξ)ψ′ (0) + (−ψ′′ (L) + ϕ′′ (L)) eiLξ

−λ+ (iξ) + (iξ)3 . (4.7.38)

Setting λ = ip, we write (4.7.37) and (4.7.38) as

û (ξ) = i
α + (iξ) β + γe−iLξ

ξ3 − ξ + p
(4.7.39)

and

v̂ (−ξ) = i
α′ − (iξ) β + γ′eiLξ

ξ3 − ξ + p
. (4.7.40)

Then, the proof is obtained proceeding as in Lemma 4.7. Thus, the Lemma 4.25 and
Theorem 4.32 hold.

The following theorem gives a positive answer for the control problem (4.7.16)-
(4.7.17):

Theorem 4.33. Let T > 0 and L ∈ (0,+∞) \N . Then, the system (4.7.16)-(4.7.17)
is exactly controllable in time T .

Proof. Let us define the following functional

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕx (·, L)‖2

L2(0,T ) +
1

2
‖ϕ (·, 0)‖2

L2(0,T )

−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx (4.7.41)

where (ϕ1, ψ1) ∈ X0 and (ϕ, ψ) is the solution of the backward system (4.6.30)-(4.6.32)
with initial data (ϕ1, ψ1).
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Let
(
ϕ̂1, ψ̂1

)
∈ X0 be a minimizer of Λ. By differentiating Λ, we obtain that (4.7.22)

is satisfied with h0, g2 ∈ L2 (0, T ). Hence, in order to get the controllability result it
is sufficient to prove that Λ has at least one minimum point. But from (4.7.22) and
(4.7.23), it follows that

Λ
(
ϕ1, ψ1

)
=

1

2
‖ϕx (·, L)‖2

L2(0,T ) +
1

2
‖ϕ (·, 0)‖2

L2(0,T )

−
∫ L

0

(
η1 (x)ϕ1 (x) + w1 (x)ψ1 (x)

)
dx

≥ C−1
∥∥(ϕ1, ψ1

)∥∥
H

.

Hence, by Lax-Milgram Theorem, Λ is invertible and the proof of Theorem 4.33 is
complete.

4.8 Boundary Controllability Result: The Nonlinear System

Now we can study the controllability of the nonlinear system (4.6.1), satisfying the
boundary conditions{

η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = g2 (t) in (0, T ) ,

(4.8.1)

and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.8.2)

Let U = (η, w), (S (t))t≥0 the semigroup generated by the linear part of the sys-

tem (4.6.1), U0 = (η0, w0) and N (U) = − ((ηw)x , wwx). Then, system (4.6.1) with
boundary conditions (4.8.1)-(4.8.2) may be recast in the following integral form{

U (t) = AU +N (U) ,
U (0) = U0,

(4.8.3)

with the boundary conditions (4.8.1). Then, the solution of (4.8.3) has the form

U (t) = S (t)U0 +

∫ t

0

S (t− s)N (U (s)) . (4.8.4)

Using the Kato smoothing effect established in Theorem 4.26, we prove that (4.8.4) is
locally well posed in the space X0.

Theorem 4.34. For any (η0, w0) ∈ X0, there exist a time T > 0 and a unique solution

(η, w) ∈ C ([0, T ] ;X0) ∩ L2
(

0, T ;
(
H1 (0, L)

)2
)

of (4.8.4).
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Proof. For any (f, g) ∈ L1 (0, T ;X0), consider the problem{
ηt + wx + wxxx = f in (0, T )× (0, L) ,
wt + ηx + ηxxx = g in (0, T )× (0, L) ,

(4.8.5)

satisfying the boundary conditions (4.8.1)-(4.8.2). Since problem (4.8.5) has a regular
solutions, we can consider smooth initial data and conclude the next estimates by

density arguments. A density argument yields that (η, w) ∈ L2
(

0, T ; (H1 (0, L))
2
)

.

First, observe that

(η, w) (t) = S (t)
(
η0, w0

)
+

∫ t

0

S (t− s) (f (s, ·) , g (s, ·)) ds,

where (S (t))t≥0 is defined by Theorem 4.27. Therefore, from Claims 1 and 2 below,
there exist a constant C = C (T ) > 0 such that

‖(η, w)‖C([0,T ];X0) + ‖(η, w)‖L2(0,T ;(H1(0,L))2) ≤ C

{∥∥(η0, w0
)∥∥

X0
+

∫ T

0

‖(f, g)‖X0
ds

}
.

(4.8.6)
Indeed, remark that solution of the problem (4.8.5) can be written as

(η, w) = (η1, w1) + (η2, w2) ,

where (η1, w1) and (η2, w2) are solutions, respectively, of{
η1,t + w1,x + w1,xxx = 0 in (0, T )× (0, L) ,
w1,t + η1,x + η1,xxx = 0 in (0, T )× (0, L) ,

(4.8.7)

satisfying the boundary conditions{
η1 (t, 0) = 0, η1 (t, L) = 0, η1,x (t, 0) = 0 in (0, T )
w1 (t, 0) = 0, w1 (t, L) = 0, w1,x (t, L) + α1η1,x (t, L) = g2 (t) in (0, T ) ,

(4.8.8)
and the initial conditions

η1 (0, x) = η0
1, w1 (0, x) = w0

1 in (0, L) , (4.8.9)

and {
η2,t + w2,x + w2,xxx = f in (0, T )× (0, L) ,
w2,t + η2,x + η2,xxx = g in (0, T )× (0, L) ,

(4.8.10)

satisfying the boundary conditions{
η2 (t, 0) = 0, η2 (t, L) = 0, η2,x (t, 0) = 0 in (0, T )
w2 (t, 0) = 0, w2 (t, L) = 0, w2,x (t, L) + α1η2,x (t, L) = 0 in (0, T ) ,

(4.8.11)

and the initial conditions

η2 (0, x) = 0, w2 (0, x) = 0 in (0, L) . (4.8.12)
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Therefore, for the system (4.8.7)-(4.8.9), using the Theorem 4.26, we have that

‖(η1, w1)‖C([0,T ];X0) + ‖(η1, w1)‖L2(0,T ;(H1(0,L))2) ≤ C
∥∥(η0

1, w
0
1

)∥∥
X0

.

For the system (4.8.10)-(4.8.12), we prove that
Claim 1. There exist C > 0 such that

‖(η2, w2)‖C([0,T ];X0) ≤ C ‖(f, g)‖L1(0,T ;X0) . (4.8.13)

Indeed, note that

(η2, w2) (t) =

∫ t

0

S (t− s) (f, g) (s, ·) ds,

where (S (t))t≥0 is C0-semigroup defined in Theorem 4.27. Remark that∥∥X[0,t]S (t− s) (f, g) (s, ·)
∥∥
X0
≤ C ‖(f, g) (s, ·)‖X0

,

where X denotes the characteristic function. Thus, by Lesbesgue’s Theorem, we have
that

(η2, w2) ∈ C ([0, T ] ;X0) . (4.8.14)

Furthermore,

‖(η2, w2) (t, ·)‖X0
≤
∫ t

0

‖(f, g) (s, ·)‖X0
ds ≤ ‖(f, g)‖L1(0,T ;X0) . (4.8.15)

Therefore, from (4.8.14) and (4.8.15), Claim 1 holds.
Claim 2. There exist C > 0 such that

‖(η2, w2)‖L2(0,T ;(H1(0,L))2) ≤ C ‖(f, g)‖L1(0,T ;X0) . (4.8.16)

Indeed, we proceed as in the proof of Theorem 4.26. Multiplying the first equation of
(4.8.10) by xw2, the second one by xη2 and integrating by parts in (0, T ) × (0, L), we
obtain that∫ T

0

∫ L

0

(
|η2,x|2 + |w2,x|2

)
dxdt ≤ L

3
‖(f, g)‖2

L1(0,T ;X0) +
T

3
‖(f, g)‖2

L1(0,T ;X0)

2L

3

∫ T

0

‖(f, g)‖X0
‖(η2, w2)‖X0

dt.

Then, from (4.8.15), we get∫ T

0

∫ L

0

(
|η2,x|2 + |w2,x|2

)
dxdt ≤

(
L+

T

3

)
‖(f, g)‖2

L1(0,T ;X0) ,

i. e., (4.8.16) holds.
Now, we prove that (4.8.4) has a unique solution. For this, we consider the map Γ

defined by

(ΓU) (t) = S (t)U0 +

∫ t

0

S (t− s)N (U (s)) ds,
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where (S (t))t≥0 is C0-semigroup defined by Theorem 4.27 andN (U) = (− (ηw)x ,−wwx).
We prove that Γ has a unique fixed point in BR (0) ⊂ E := L2

(
0, T, (H1 (0, L))

2
)

,

where BR (0) is the closed ball of radius R in E endowed of your usually norm. We
started proving the following result:
Claim 3: There exists a constant K > 0, such that

‖N (U1)−N (U2)‖X0
≤ K

(
‖U1‖(H1(0,L))2 + ‖U2‖(H1(0,L))2

)
‖U1 − U2‖(H1(0,L))2 ,

(4.8.17)

for all U1, U2 ∈ (H1 (0, L))
2
.

Indeed, observe that

‖wηx‖L2(0,L) ≤ ‖w‖L∞(0,L) ‖ηx‖L2(0,L) ≤ C ‖w‖H1(0,L) ‖η‖H1(0,L) , (4.8.18)

for all (η, w) ∈ (H1 (0, L))
2
, with C > 0. Therefore, if U1 = (η1, w1) and U2 = (η2, w2),

we have that

‖N (U1)−N (U2)‖2
X0

= ‖((η2w2)x − (η1w1)x , w2w2,x − w1w1,x)‖2
X0

≤ ‖w2 (η2,x − η1,x)‖2
L2(0,L) + ‖η1,x (w2 − w1)‖2

L2(0,L)

+ ‖η2 (w2,x − w1,x)‖2
L2(0,L) + ‖w1,x (η1 − η2)‖2

L2(0,L)

+ ‖w2,x (w2 − w1)‖2
L2(0,L) + ‖w1 (w2,x − w1,x)‖2

L2(0,L)

≤ C2
(
‖η1‖2

H1(0,L) + ‖w1‖2
H1(0,L)

)
‖w2 − w1‖2

H1(0,L)

+ C2
(
‖η2‖2

H1(0,L) + ‖w2‖2
H1(0,L)

)
‖w2 − w1‖2

H1(0,L)

+ C2
(
‖η1‖2

H1(0,L) + ‖w1‖2
H1(0,L)

)
‖η2 − η1‖2

H1(0,L)

+ C2
(
‖η2‖2

H1(0,L) + ‖w2‖2
H1(0,L)

)
‖η2 − η1‖2

H1(0,L)

= C2
(
‖U1‖2

(H1(0,L))2 + ‖U2‖2
(H1(0,L))2

)
‖U1 − U2‖2

(H1(0,L))2 .

Therefore,

‖N (U1)−N (U2)‖X0
≤ C

(
‖U1‖(H1(0,L))2 + ‖U2‖(H1(0,L))2

)
‖U1 − U2‖(H1(0,L))2 ,

that is, Claim 3 holds.
Now, let T > 0, R > 0 to be real numbers (specified later) and consider the open

ball of radius R, BR (0) ⊂ E. From Claim 3, we obtain that∫ T

0

‖N (U)‖X0
dt ≤ K

∫ T

0

‖U‖2
(H1(0,L))2 dt = C ‖U‖2

E ≤ CR2 <∞,

thus,
N (U) ∈ L1 (0, T ;X0) .



164

Therefore, by (4.8.6), the map ΓU ∈ E. Observe that Claim 2 ensures that∥∥∥∥∫ t

0

S (t− s)N (U (s)) ds

∥∥∥∥
E

≤ C

∫ T

0

‖N (U (s))‖X0
ds.

Thus,

‖ΓU‖E ≤
∥∥S (·)U0

∥∥
E

+ C

∫ T

0

‖N (U (s))‖X0
ds

≤
∥∥S (·)U0

∥∥
E

+KC

∫ T

0

‖U‖2
(H1(0,L))2 ds

=
∥∥S (·)U0

∥∥
E

+KC ‖U‖2
E .

Taking R = 2 ‖S (·)U0‖E we obtain, from Theorem 4.26, that R ≤ C (T ) ‖U0‖X0
.

Furthermore,

‖ΓU‖E ≤
R

2
+KCR2 ≤ R

2
+KCC (T )

∥∥U0
∥∥
X0
R =

(
1

2
+KCC (T )

∥∥U0
∥∥
X0

)
R,

where K,C > 0. Thus, as C (T ) ≤ K
√
T , for K > 0, it follows that, for T > 0 small

enough, Γ is a map in BR (0) ↪→ BR (0).
Finally, let U1, U2 ∈ BR (0) ⊂ E. From Claim 2, we have that

‖ΓU1 − ΓU2‖E ≤ C ‖N (U1 (s))−N (U2 (s))‖E

= C

∫ T

0

‖N (U1 (s))−N (U2 (s))‖X0
ds

≤ CK

∫ T

0

(
‖U1‖(H1(0,L))2 + ‖U2‖(H1(0,L))2

)
‖U1 − U1‖(H1(0,L))2 ds

≤ 2RKC

∫ T

0

‖U1 − U2‖2
(H1(0,L))2 ds

≤ 2RKC
√
T ‖U1 − U2‖E .

Therefore, for R > 0 small enough, Γ is an contraction in BR (0) in itself. Then, by
Banach fixed-point Theorem, there exist a unique solution U ∈ E of (4.8.4). Moreover,

‖U (t)‖X0
≤
∥∥S (t)U0

∥∥
X0

+

∫ t

0

‖S (t− s)N (U (s))‖X0
ds

≤
∥∥U0

∥∥
X0

+

∫ t

0

‖N (U (s))‖X0
ds

≤
∥∥U0

∥∥
X0

+K

∫ t

0

‖U (s)‖2
(H1(0,L))2 ds.

Thus,

‖U‖C([0,T ];X0) = max
t∈[0,T ]

‖U (t)‖X0
≤
∥∥U0

∥∥
X0

+K max
t∈[0,T ]

∫ t

0

‖U (s)‖2
(H1(0,L))2 ds

=
∥∥U0

∥∥
X0

+K ‖U‖2
E <∞,
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that is, U ∈ C ([0, T ] ;X0) and the proof ends.

We may now prove the main result of this chapter.

Theorem 4.35. Let T > 0 and L ∈ (0,+∞) \N , where

N =

{
2π

√
k2 + kl + l2

3
: k, l ∈ N∗

}
.

Then, there exists a constant δ > 0 such that for any initial data and final data
η0, w0, η1, w1 ∈ L2 (0, L) verifying∥∥(η0, w0

)∥∥
X0
≤ δ and

∥∥(η1, w1
)∥∥

X0
≤ δ,

there exist one control g2 (t) ∈ L2 (0, T ) such that the solution

(η, w) ∈ C ([0, T ] , X0) ∩ L2
(

0, T ;
(
H1 (0, L)

)2
)
∩H1

(
0, L;

(
H−2 (0, L)

)2
)

,

of
ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L) ,
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T ) ,
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = g2 (t) in (0, T ) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.8.19)
verifies η (T, ·) = η1, w (T, ·) = w1.

Proof. To prove this result we apply a fixed point argument for a suitable map. First,
we define

Ψ : (L2 (0, L))
2 −→ L2 (0, T )

Ψ (η1, w1) = g2 (t) ,

where g2 (t) is a control given by Theorem 4.31 which lead the solution of (4.8.19) from
the initial data (0, 0) to the final state (η1, w1).

More precisely, if (ϕ1, ψ1) ∈ X0 is the minimizer of the functional Λ defined in
Theorem 4.31 and (ϕ, ψ) is the solution of the backward system (4.6.30)-(4.6.32) with
initial data (ϕ1, ψ1), then g2 (t) ∈ L2 (0, T ) is given by

g2 (t) = ϕx (t, L) .

Since Λ (ϕ1, ψ1) ≤ Λ (0, 0) = 0, from observability inequality (4.7.5) we deduce that Ψ
is continuous.

First, we consider the following functional spaces

Z = L2
(

0, T ; (H1 (0, L))
2
)

;

Y = L1
(

0, T ; (L2 (0, L))
2
)

;

G = C
(

[0, T ] ; (L2 (0, L))
2
)
∩ L2

(
0, T ; (H1 (0, L))

2
)

.
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Now, we define the operator z : Z −→ G by

z (η, w) = Θ1 ◦Ψ ((η1, w1)− S (T ) (η0, w0) + Θ2 (−f,−g) (T, ·))
+S (·) (η0, w0) + Θ2 (f, g) .

Here (f, g) = − ((ηw)x , wwx), the maps Θ1 : L2 (0, T )−→ G and Θ2 : Y −→ G are
defined, respectively, by

Θ1 (g2) = (η1, w1) ,

where (η1, w1) is the unique solution of (4.8.7)-(4.8.9), and

Θ2 (f, g) = (η2, w2) ,

where (η2, w2) is the unique solution of (4.8.10)-(4.8.12).
Remark that, if (η, w) is a fixed point of z, then (η, w) is a solution of (4.8.19) and

satisfies
η (T, x) = η1, w (T, x) = w1,

that is, system (4.8.19) is controllable by (η1, w1).
We prove that there exists δ > 0, small enough, such that if∥∥(η0, w0

)∥∥
X0
≤ δ and

∥∥(η1, w1
)∥∥

X0
≤ δ,

the map z has a fixed point. To do this, it is sufficient to show that there exists R > 0,
with the following properties:

1. z
(
BR (0)

)
⊂ BR (0) ⊂ Z;

2. There exist a constant c ∈ (0, 1) such that

‖z (η, w)−z (η̂, ŵ)‖G ≤ c ‖(η, w)− (η̂, ŵ)‖G , ∀ (η, w) , (η̂, ŵ) ∈ BR (0),

where BR (0) is the closed ball of radius R in Z. Since Θ1, Θ2 and Ψ are continuous
(see proofs of Theorems 4.34 and 4.30), there exists positive constants k1, k2 and k3

such that
‖Θ1 (g2)‖G ≤ k1 ‖g2‖L2(0,T ) ,

‖Θ2 (f, g)‖G ≤ k2 ‖(f, g)‖Y ,
‖Ψ (η1, w1)‖(L2(0,T ))2 ≤ k3 ‖(η1, w1)‖(L2(0,T ))2 .

(4.8.20)

Let R > 0 (R will be chosen latter on) and let (η, w) ∈ BR (0) ⊂ Z. We have that

‖z (η, w)‖G ≤
∥∥(η0, w0

)∥∥
X0

+ k1k3

∥∥(η1, w1
)
− S (T )

(
η0, w0

)
+ Θ2 (−f,−g) (T, ·)

∥∥
X0

+ k2 ‖(f, g)‖Y
≤ δ + 2k1k3δ + k1k2k3C

′ ‖(η, w)‖2
G + C ′k2 ‖(η, w)‖2

G

≤ δ + 2k1k3δ + (k1k3 + 1)C ′k2R
2. (4.8.21)

Therefore, z
(
BR (0)

)
⊂ BR (0) for any R > 0 such that

(1 + 2k1k3) δ + (k1k3 + 1)C ′k2R
2 ≤ R. (4.8.22)
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On the other hand, as

z (η, w)−z (η̂, ŵ) = Θ2

(
(f, g)−

(
f̂ , ĝ
))

+ Θ1 ◦Ψ
(

Θ2

((
f̂ , ĝ
)
− (f, g)

))
,

we obtain

‖z (η, w)−z (η̂, ŵ)‖G ≤ k2C
′ ‖(η, w)− (η̂, ŵ)‖2

G + k1k2k3C
′ ‖(η, w)− (η̂, ŵ)‖2

G

≤ 2k2C
′R (1 + k3k1) ‖(η, w)− (η̂, ŵ)‖2

G . (4.8.23)

Hence, z is a contraction if R verifies

2k2C
′R (1 + k3k1) < 1. (4.8.24)

Now, if R satisfies (4.8.24), by choosing

δ =
R

2 (1 + 2k1k3)
,

we have that (4.8.22) also holds. Thus, for every (η0, w0), (η1, w1) such that∥∥(η0, w0
)∥∥

X0
≤ δ and

∥∥(η1, w1
)∥∥

X0
≤ δ,

the map z has a fixed point and the proof ends.

Now, we study the controllability of the nonlinear system (4.6.1), satisfying the
boundary conditions{
η (t, L) = 0, ηx (t, 0) = 0, α2η (t, 0) + α3ηx (t, L) + wxx (t, 0) = h0 (t) in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L)− α3 (η (t, 0)− ηx (t, L)) = g2 (t) in (0, T ) ,

(4.8.25)
and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.8.26)

Indeed, let U = (η, w), (S (t))t≥0 the semigroup generated by the linear part of the sys-

tem (4.6.1) given by Theorem 4.27, U0 = (η0, w0) and N (U) = − ((ηw)x , wwx). Then
(4.6.1) with the boundary conditions (4.8.25)-(4.8.26) may be recast in the following
integral form {

U (t) = AU +N (U) ,
U (0) = U0,

(4.8.27)

with the boundary conditions (4.8.25). Then, the solution of (4.8.27) has the form

U (t) = S (t)U0 +

∫ t

0

S (t− s)N (U (s)) . (4.8.28)

Using the Kato smoothing effect established in Theorem 4.28 and the same ideas of the
proof of Theorem 4.34 the following theorem holds:
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Theorem 4.36. For any (η0, w0) ∈ X0, there exists a time T > 0 and a unique solution

(η, w) ∈ C ([0, T ] ;X0) ∩ L2
(

0, T ;
(
H1 (0, L)

)2
)

of (4.8.28).

With the result of solution of the nonlinear system in hands, we have an affirmative
answer to the problem of control with the boundary conditions (4.8.25). This answer
is given by the following theorem:

Theorem 4.37. Let T > 0 and L ∈ (0,+∞) \N , where

N =

{
2π

√
k2 + kl + l2

3
: k, l ∈ N∗

}
.

Then, there exists a constant δ > 0 such that for any initial data and final data
η0, w0, η1, w1 ∈ L2 (0, L) verifying∥∥(η0, w0

)∥∥
X0
≤ δ and

∥∥(η1, w1
)∥∥

X0
≤ δ,

there exist two controls (h0 (t) , g2 (t)) ∈ (L2 (0, T ))
2

such that the solution

(η, w) ∈ C ([0, T ] , X0) ∩ L2
(

0, T ;
(
H1 (0, L)

)2
)
∩H1

(
0, L;

(
H−2 (0, L)

)2
)

,

of 

ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L) ,
η (t, L) = 0, ηx (t, 0) = 0 in (0, T ) ,
α2η (t, 0) + α3ηx (t, L) + wxx (t, 0) = h0 (t) in (0, T ) ,
w (t, 0) = 0, w (t, L) = 0 in (0, T ) ,
wx (t, L)− α3 (η (t, 0)− ηx (t, L)) = g2 (t) in (0, T ) ,
η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) ,

(4.8.29)

verifies η (T, ·) = η1, w (T, ·) = w1.

Observe that the proof of the Theorem 4.37 is similar to the proof of Theorem 4.35,
so it is omitted.

4.9 Stabilization of Boussinesq System

In order to study the exact controllability problem it was very important to obtain
a gain of regularity for the solution, that is, to get the Kato smoothing effect. This
result was obtained due to the choice of the boundary condition, that is, we consider
the following system:{

ηt + wx + (ηw)x + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + wwx + ηxxx = 0 in (0, T )× (0, L) ,

(4.9.1)
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satisfying two boundary conditions:{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = g2 (t) in (0, T ) ,

(4.9.2)

and{
η (t, L) = 0, ηx (t, 0) = 0, α2η (t, 0) + α3ηx (t, L) + wxx (t, 0) = h0 (t) in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L)− α3 (η (t, 0)− ηx (t, L)) = g2 (t) in (0, T ) ,

(4.9.3)
where αi are positive constants for i = 1, 2, 3, and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.9.4)

If we look at the above system (4.9.1) with boundary conditions (4.9.2)-(4.9.4) or
(4.9.3)-(4.9.4) with h0 (t) = g2 (t) = 0, another problem that arises in this context is
related to the asymptotic behavior of the solutions for t sufficiently large. This question
is entirely relevant because the energy associated of the linear system corresponding to
(4.9.1) is negative in both cases. Indeed, under the above boundary conditions, if we
multiply the first equation of (4.9.1) by η, the second one by w and integrating by parts
over (0, L), we obtain, respectively, that

d

dt
E = −α1 |ηx (t, L)|2 −

∫ L

0

(ηw)x ηdx

and
d

dt
E = −α2 |η (t, 0)|2 − α3 |ηx (t, L)|2 −

∫ L

0

(ηw)x ηdx,

where E (t) = 1
2

∫ L
0

(η2 + w2) dx is the total energy associated to (4.9.1) and αi > 0,
for i = 1, 2, 3. This indicates that the boundary conditions play the role of a feed-
back damping mechanism, at least for the linearized system. Therefore, the following
questions arise:

1. Does E(t)→ 0 as t→ +∞?
2. If it is the case, can we give the decay rate?

We will now give positive answers to these questions.

4.9.1 The Linear Problem

In this section we make use of the estimates derived in the previous sections to obtain the
exponential decay of the linear problem associated to (4.9.1)-(4.9.3) when h0 = g2 = 0.
More precisely we consider the system{

ηt + wx + wxxx = 0 in (0, T )× (0, L) ,
wt + ηx + ηxxx = 0 in (0, T )× (0, L) ,

(4.9.5)

satisfying, initially, the following boundary conditions{
η (t, 0) = 0, η (t, L) = 0, ηx (t, 0) = 0 in (0, T )
w (t, 0) = 0, w (t, L) = 0, wx (t, L) + α1ηx (t, L) = 0 in (0, T ) ,

(4.9.6)
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and the initial conditions

η (0, x) = η0 (x) , w (0, x) = w0 (x) in (0, L) . (4.9.7)

We are in a position to prove the exponential stability of the linearized system with
boundary conditions (4.9.6).

Theorem 4.38. Assume that α1 > 0 and L ∈ (0,+∞) \N , where

N =

{
2π

√
k2 + kl + l2

3
: k, l ∈ N∗

}
.

Then there exist two constants C0, µ0 > 0, such that for any (η0, w0) ∈ X0, the solution
of (4.9.5)-(4.9.7) satisfies

‖(η (t) , w (t))‖X0
≤ C0e

−µ0t
∥∥(η0, w0

)∥∥
X0

, ∀t > 0. (4.9.8)

Proof. Observe that, using (4.9.6) and the classical argument, we only have to prove
the following observability inequality:∥∥(η0, w0

)∥∥2

X0
≤ Cα1

∫ T

0

|ηx (t, L)|2 dt. (4.9.9)

Indeed, if (4.9.9) is proved, we have that

E (T )− E (0) ≤ −E (0)

C
,

that is,

E (T ) ≤ E (0)− E (0)

C
≤ E (0)− E (T )

C
.

Then,

E (T ) ≤
(

C

C + 1

)
E (0) .

Therefore, the semigroup associated of system (4.9.5)-(4.9.7) decays exponentially.
Now, we prove (4.9.9) through several steps.
Step 1: (Compactness-Uniqueness Argument)

The proof is very similar of the result of controllability, more precisely, Theorem
4.30. Therefore, we will omit the details. Again, we argue by contradiction. If (4.9.9)
is not true, there exist a sequence {(η0

n, w
0
n)}n∈N in X0 such that

1 =
∥∥(η0

n, w
0
n

)∥∥2

X0
=

∫ L

0

(∣∣η0
n

∣∣2 +
∣∣w0

n

∣∣2) dx > nα1

∫ T

0

|ηn,x (t, L)|2 dt. (4.9.10)

From Theorem 4.26 and (4.9.10) we obtain that

{(ηn, wn)}n∈N is bounded in L2
(

0, T ;
(
H1 (0, L)

)2
)
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and (4.9.5) ensures that {((ηn)t , (wn)t)}n∈N is bounded in L2
(

0, T ; (H−2 (0, L))
2
)

.

Hence, applying Aubin’s lemma, we see that there exists a subsequence, still denoted
by the same index, such that

(ηn, wn) −→ (η, w) in L2 (0, T ;X0) .

Moreover, by (4.6.14) and (4.9.10), we see that {(η0
n, w

0
n)}n∈N is a Cauchy sequence in

X0, hence for some pair (ϕ0, ψ0) ∈ X0, we have that(
η0
n, w

0
n

)
−→

(
η0, w0

)
in X0. (4.9.11)

Clearly, (η, w) = S (·) (η0, w0) and we infer from (4.9.10) that

ηx (t, L) = 0 (4.9.12)

and ∥∥(η0, w0
)∥∥

X0
= 1. (4.9.13)

Step 2: (Reduction to a Spectral Problem)
We will use a similar argument to that used in Lemmas 4.22 and 4.23.

Lemma 4.27. For any T > 0, let NT denote the space of the initial states (η0, w0) ∈ X0

such that the solution (η, w) = S (·) (η0, w0) of (4.9.5)-(4.9.7) satisfies (4.9.12). If
NT 6= ∅ for some T > 0 and L ∈ (0,+∞) \N , then there exist λ ∈ C and (η0, w0) ∈
(H3 (0, L))

2
with (η0, w0) 6= (0, 0), such that

λη0 + (w0)
′
+ (w0)

′′′
= 0

λw0 + (η0)
′
+ (η0)

′′′
= 0

η0 (0) = η0 (L) = (η0 (0))
′
= 0

w0 (0) = w0 (L) = 0
(w0 (L))

′
= α1 (η0 (L))

′
= 0.

(4.9.14)

Proof. The proof of Lemma follows exactly the same techniques used in [62, Lemma
3.4] and in the Lemma 4.22, so it is omitted.

To obtain the contradiction, it remains to prove that a triplet (λ, η0, w0) as above
does not exist.
Step 3: (Nontrivial Solution for the Spectral Problem)

Lemma 4.28. Let λ ∈ C and (η0, w0) ∈ (H3 (0, L))
2

fulfilling (4.9.14). Then η0 =
w0 = 0.

Proof. The proof of Lemma is given by Lemma 4.23.

The exponential stability for the case of the linearized system with boundary condi-
tions (4.9.3), when h0 = g2 = 0, is similar, therefore, it is omitted. Indeed, note that
we need to prove the following observability inequality:∥∥(η0, w0

)∥∥2

X0
≤ C

∫ T

0

(
α2 |η (t, 0)|2 + α3 |ηx (t, L)|2

)
dt, (4.9.15)

for α2, α3 > 0. The proof of (4.9.15) follows of Lemmas 4.25 and 4.26. Thus, the
following result holds:
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Theorem 4.39. Assume that α2, α3 > 0 and L be as in Theorem 4.38. Then, there exist
two constants C0, µ0 > 0, such that for any (η0, w0) ∈ X0, the solution of (4.9.5) with
boundary condition (4.9.3), when h0 = g2 = 0, and initial conditions (4.9.7) satisfies

‖(η (t) , w (t))‖X0
≤ C0e

−µ0t
∥∥(η0, w0

)∥∥
X0

, ∀t > 0. (4.9.16)

Definition 4.8. For 0 ≤ s ≤ 3, let Xs denote the collection of all functions (η, w) ∈
(Hs (0, L))2 satisfying the s-compatibility conditions:

η (0) = w (0) = η (L) = w (L) = 0, when 1/2 < s ≤ 3/2
η (0) = w (0) = η (L) = w (L) = η′ (0) = w′ (L) + α1η

′ (L) = 0,
when 3/2 < s ≤ 3.

Xs is endowed with the Hilbertian norm

‖(η, w)‖2
Xs

= ‖η‖2
Hs(0,L) + ‖w‖2

Hs(0,L) .

Now, we use Theorem 4.38 and some interpolation argument to prove an exponential
stability result in each space Xs, for 0 ≤ s ≤ 3.

Corollary 4.3. Let α1 and L be as in Theorem 4.38. Then, for s ∈ [0, 3], there
exists a constant Cs > 0 such that for any (η0, w0) ∈ Xs, the solution (η (t) , w (t)) of
(4.9.5)-(4.9.7) belongs to C (R+;Xs) and fulfills

‖(η (t) , w (t))‖X0
≤ C0e

−µ0t
∥∥(η0, w0

)∥∥
X0

, ∀t > 0. (4.9.17)

Proof. Observe that, for s = 0, from Theorem 4.38, the result is true. We prove the
case s = 3. Consider (η0, w0) = U0 ∈ X3 := D (A) and define

U (t) := (η (t) , w (t)) = S (·)U0,

where (S (t))t≥0 is C0-semigroup generated by Theorem 4.25. Then, if V (t) := Ut (t),
we have that {

Vt = AUt = AV ,
V (0) = AU (0) = AU0 := V0 ∈ X0.

Therefore, by Theorem 4.38, there exists constants C0, µ0 > 0, such that

‖V (t)‖X0
≤ C0e

−µ0t ‖U0‖X0
, for t ≥ 0.

As V = AU and V0 = AU0, we obtain that

‖AU (t)‖X0
≤ C0e

−µ0t ‖AU0‖X0
, for t ≥ 0.

Since, ‖U‖X3
and ‖U‖X0

+ ‖AU‖X0
are equivalent on X3, we conclude that for some

constant C3 > 0 we have that

‖U‖X3
≤ C3e

−µ0t
(
‖U0‖X0

+ ‖AU0‖X0

)
= C3e

−µ0t ‖U0‖X3
,

for all t > 0. This proves (4.9.17) for s = 3. The fact (4.9.17) is still valid for 0 < s < 3
follows by a standard interpolation argument, since

Xs = [X0, X3]s/3 .
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Remark 4.13. Observe that in [58], the authors consider system (4.9.5) with three
dissipations in the boundary conditions. In this case it is possible to obtain the decay
with less amount of damping. On the other hand, this fact is closely linked with the
appearance of the critical set for the length L.

Remark 4.14. Another problem cited would be the stabilization of the system (4.9.5)
with boundary condition (4.9.3), when h0 = g2 = 0, and initial conditions (4.9.7).
The Theorem 4.39 gives us a positive answers to the exponential decay of the system,
but observe that adding two dissipation in the boundary conditions, there exist a set of
critical values for L. Proceeding as in the proof of Corollary 4.3 it is possible to prove
the stabilization in Xs of the system (4.9.5) with boundary condition (4.9.3), when
h0 = g2 = 0, and initial conditions (4.9.7).

4.9.2 Well-posedness and Exponential Stability

Now we return our attention for the nonlinear system (4.9.1), satisfying the bound-
ary conditions (4.9.2)-(4.9.4) when h0 = g2 = 0. Let U = (η, w), (S (t))t≥0 the

semigroup generated by the linear part of the system (4.9.1), U0 = (η0, w0) and
N (U) = − ((ηw)x , wwx). Then, system (4.9.1) with boundary conditions (4.9.2)-(4.9.4)
(or (4.9.3)-(4.9.4)) may be recast in the following integral form{

U (t) = AU +N (U) ,
U (0) = U0,

(4.9.18)

with the boundary conditions (4.9.2)(or (4.9.3)). Then, the solution of (4.9.1) has the
form

U (t) = S (t)U0 +

∫ t

0

S (t− s)N (U (s)) . (4.9.19)

Using the Kato smoothing effect established in Theorem 4.26, Theorem 4.34 ensure the
local well-posedness in the space X0.

As cited in [58], due to a lack of a priori X0-estimate, the issue of the global existence
of solutions is difficult to address. However, the global existence together with the
exponential stability may be established for small initial data. To that end, the Kato
smoothing estimate and the exponential decay rate in X1 are combined with a pointwise
(in time) estimate. Therefore, using the same argument in [58], we can guarantee the
existence and global exponential decay of the system (4.9.1) with boundary conditions
(4.9.2)-(4.9.4) (or (4.9.3)-(4.9.4)). More precisely, it is possible to prove the following
Lemma:

Lemma 4.29. For any µ ∈ (0, µ0), there exist a constant C = C (µ) > 0 such that for
any U0 ∈ X0 ∥∥S (t)U0

∥∥
X1
≤ C

e−µt√
t
‖U0‖X0

, ∀t > 0. (4.9.20)

Proof. See [58, Lemma 3.2].
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Finally, with the previous Lemma, we are in a position to prove the well-posedness
and the exponential stability for solutions issued from small initial data in X1. Fix a
number µ ∈ (0, µ0), and let us introduce the space

F =
{
U = (η, w) ∈ C

(
R+;X1

)
;
∥∥eµtU (t)

∥∥
L∞(R+;X1)

<∞
}

endowed with its natural norm. Then, the next Theorem, proven in [58, Theorem 3.3],
follows:

Theorem 4.40. There exists a number r0 > 0 such that for any (η0, w0) ∈ X1 with
‖(η0, w0)‖X1

≤ r1, the integral equation (4.9.19) admits a unique solution (η, w) ∈ F .



Chapter 5

Conclusion and perspectives

5.1 Conclusion

The chapter 4 was devoted to the study of a coupled system introduced by Gear and
Grimshaw in 1984 to model the interactions of two-dimensional, long, internal grav-
ity waves propagation in a stratified fluid. It was proved by Chaves and Davila (see
[25]) that, by introducing periodic boundary conditions the solutions are considered in
[Hs

p(0, 1)]2, for any s positive integer. Moreover, the authors also give a simpler deriva-
tion of the conservation laws discovered by Gear and Grimshaw, and Bona et al [8].
With this result in hand, we studied, introducing a symmetric dissipative mechanism in
both equations, the exponentially decaying of the total energy associated to the system
is derived (Theorem 2.2). The proof is based on the construction of a Lyapunov func-
tion and several identities deduced from the infinite family of conservation laws which
characterize this system.

The chapter 5 was devoted to the study of the controllability properties of Ko-
rteweg de Vries equation (KdV). The equation was first derived by Boussinesq [10] and
Korteweg-de Vries [39] as a model for the propagation of water waves along a channel.
The equation is also a very useful approximation model in nonlinear studies whenever
one wishes to include and balance a weak nonlinearity and weak dispersive effects.
In particular, the equation is now commonly accepted as a mathematical model for
the unidirectional propagation of small amplitude long waves in nonlinear dispersive
systems. While a lot of research has been devoted to the initial value problem, the
boundary value problem and the controllability properties have received much less at-
tention. Some of the most important results in this direction have been obtained in
the paper [62] where the boundary controllability properties of the KdV equation have
been studied. We studied the null and exact controllability problem with a distributed
control on a bounded domain. The null controllability result, given in Theorem 3.1, is
first established for a linearized system by following the classical duality approach (see
[28, 42]), which reduces the null controllability to an observability inequality for the
solutions of the adjoint system. To prove the observability inequality, we derive a new
Carleman estimate with an internal observation in (0, T )× (l1, l2) and use some inter-
polation arguments inspired by those in [32], where the authors derived a similar result
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when the control acts on a neighborhood on the left endpoint (that is, l1 = 0). The null
controllability is extended to the nonlinear system by applying Kakutani fixed-point
theorem. Nextly, an exact controllability property is studied in Theorems 3.2 and 3.3.
In both cases, as for the boundary control, the localization of the distributed control
plays crucial a role in the final results. While in the first theorem the exact controlla-
bility property holds in a weighted space L2

1
(L−x)dx

, in the second one only a “regional

controllability” result can be established.
In chapter 6, we studied the controllability and stabilizability properties of a Boussi-

nesq systems. The classical Boussinesq systems were first derived by Boussinesq, in
[11], to describe the two-way propagation of small amplitude, long wavelength gravity
waves on the surface of water in a canal. These systems and their higher-order general-
izations also arise when modeling the propagation of long-crested waves on large lakes
or on the ocean and in other contexts. In [6], the authors derived a four-parameter
family of Boussinesq systems to describe the motion of small amplitude long waves on
the surface of an ideal fluid under the gravity force and in situations where the motion
is sensibly two dimensional. In the first part of this chapter we studied the boundary
controllability properties of the system. The controls belong to L2(0, T ) and may be in
number of two or one, the total number of boundary conditions being six (Theorems
4.2). The technique of proof is inspired by the study of the controllability properties
for the KdV equation developed by Rosier in [62]. More precisely, the controllability of
the linear systems is shown by reducing the problem to a unique continuation principle
for the eigenfunctions of the corresponding differential operator. As in the case of the
KdV equation, in order to ensure this unique continuation property, the length of the
interval can be taken any positive real number excepting a countable set of values ex-
plicitly described in each case. We note that, to prove the controllability property for
the nonlinear system, special boundary conditions have to be chosen in order to ensure
the so called Kato smoothing effect and a higher regularity of the solutions (Theorems
4.3 and 4.4). In the last part of this chapter, a stabilizability property was derived.
The chosen boundary conditions ensure the non increasing property of the associated
energy and, finally, its exponential decay (Theorem 4.5).

5.2 Perspectives

Based on the work developed in this thesis, some questions arise naturally. We will
therefore describe in this section some problems that we can interest thereafter.

5.2.1 New damping mechanism

It would be possible to reduce the dissipation in the system studied in the Chapter 4?
More precisely, one could add a single dissipative mechanism in one equation? It was
noted that with the approach used here (Lyapunov Method) would not be possible to
obtain similar results in this case. Then, a natural idea is to consider first a local damp-
ing mechanism as in [72] where the same problem was addressed for the KdV equation.
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We expect that such mechanism acting in both equations of the Gear-Grimshaw system
give as the exponential decay of the energy, but this is an issue entirely open.

5.2.2 Internal Controllability for the Korteweg-de Vries Equation

In chapter 5 of this thesis was proven one result of ”regional controllability” for the
Korteweg-de Vries equation. More specifically, it was possible to show a controllability
in the right side of the spacial domain. The issue whether u can also be controlled
exactly on (l1, l2) is open.

5.2.3 Controllability for the non linear Boussinesq System in critical cases

In chapter 6, we prove the boundary controllability of the linear system of the Boussi-
nesq system of KdV-KdV type. More precisely, we show that the controllability follows
when L /∈ N or L /∈ R. But, in [17], the authors shows that the non linear KdV
equation is exactly controllable in critical cases. A natural question would be, if the
techniques used by the authors can be used to obtain a similar result for the Boussinesq
system of KdV-KdV type. The application of this method to this system is a completely
open problem.
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